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EDITOR’S NOTE

By drawing public awareness to grey literature without at the same time incorporating 

the results of studies over the past thirty years would be counterproductive. A campaign 

of public awareness with a new focus on grey literature is required. However, such an 

initiative can only be achieved in collaboration with the many grey literature 

stakeholders led by the publishers in grey literature, who are on the forefront of 

research and innovation in their specific domains of science. 

GreyNet International owing to the support of its associate members has over the past 

three decades sought to promote and undertake research, publication, open access, 

education, and public awareness of grey literature. Emphasis on its supply side was 

always its starting point from which the field could confront the problems voiced by the 

demand side and adequately address them. 

Speaking on behalf of GreyNet’s community of practice, I maintain that by formalizing a 

consortium of grey literature publishers, barriers can be overcome. An initiative 

undertaken earlier this year with the PUBGREY Registry can be seen as a first step in this 

direction. The time appears right and the opportunity presents itself during the 

upcoming 25th International Conference on grey literature this November in 

Amsterdam. 

Dominic Farace 
Journal Editor 
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Characteristics of a Well-Developed Grey Literature Repository:  
The Case of the International Nuclear Information System *

Brian Bales,  
Nuclear Information Section, International Atomic Energy Agency 

Abstract 
The number of national, institutional, and subject repositories of grey literature has increased 
dramatically over recent years. The Directory of Open Access Repositories (OpenDOAR) currently 
lists 5848 repositories, a 75% increase over the last five years. Most of these repositories hold 
grey literature of one type or another. The degree of development of these repositories is mixed, 
some are of questionable quality while others are exemplars, so it is useful to define what 
constitutes a well-developed repository. A well-developed repository can be seen as one that 
meets the needs of end users, as well as the interests of authors and sponsoring organizations.  

Characteristics, such as timeliness, openness, user-friendliness, accuracy, and completeness, are 
proposed as those which meet user and institutional needs and define the degree of development 
for a given repository. Timeliness refers to the speed at which materials in the scope of the 
repository are made available to the public. Openness is the degree to which material is 
accessible as well as shareable. User-friendliness is a subjective quality but is defined by the ease 
of use of the repository’s user interface. Accuracy can be measured in many ways – the 
verisimilitude of metadata, the suitability of indexes and search results, the percentage of dead 
links to external resources such as full text, and other measures. Finally, completeness describes 
how well a repository encompasses its scope.  

The International Nuclear Information System (INIS) has been in operation since 1970 as a 
repository for grey and traditional literature in all areas of nuclear science and technology. It 
existed before the wide adoption of information management principles, and invented methods 
and workflows to fulfil its mission.  

Therefore, there are gaps between the ideal repository, embodied in the outlined characteristics, 
and the repository as it currently stands. These gaps are identified and solutions, as well as a 
plan for implementation, are proposed. 

Keywords: Repositories; Grey Literature Resources; System Design; Change Management 
Subject Area: Information Science; Grey Literature. 

Current Situation 
The number and scope of Grey Literature Repositories, including national, institutional, and 
subject repositories, has expanded greatly in recent years. The Directory of Open-Access 
Repositories lists 5999 repositories as of December 20221. This number is nearly triple that of 
ten years ago, when 2122 were listed. With so many repositories available for not only data 
collection, but also study of their design and architecture, the characteristics of a well-developed 
repository can be identified and defined. 

A well-developed repository may be defined as one that best meets the interests of its 
sponsoring organization. By extension and considering that a sponsoring organization is likely to 
want its users to also find the product useful, the interests and needs of end users should also 
be considered. 

* First published in the GL2022 Conference Proceedings, February 2023 

Video Presentation: https://av.tib.eu/media/59873
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A subject repository, such as the International Nuclear Information System (INIS)2, seeks to cover 
the applicable publications within the defined scope of the repository. In the case of INIS, the 
scope is all areas of nuclear science and technology. This includes nuclear energy, but also 
subjects such as nuclear medicine, soil remediation, plant mutation breeding, preservation of 
cultural heritage items through nuclear technology, and many others.  

INIS receives grey literature full-texts from its member countries and organizations. It also 
harvests applicable records from publishers and other repositories. The availability, number and 
ease of use of these resources has increased in recent years. This brings great opportunities for 
subject repositories, as well as caveats to be aware of. 

In the 50+ year history of INIS, it has changed technology several times. It began publication in 
1970 in microfiche and printed form. It has since evolved to have completely online availability 
with the INIS Repository Search website3. However, the capacity of the INIS workflow has 
remained static for several years – even in the face of an increasing number of available records. 

In 1977, Hans Groenewegen and Ivan Zheludev wrote, “it is estimated that during 1977 the store 
of information relating to the peaceful uses of nuclear energy published around the world 
increase by some 80 000 documents.”4 In that year, INIS added 68 831 records, or around 86% 
of the estimated possible input. Now, I estimate that the possible available number of records 
to be around 250 000 created each year in the current scope of INIS.  The system is currently 
only capable of ingesting 125 000 per year. This workflow had a capacity in excess of the possible 
corpus in 1977, but in 2023, it is about half.   

Figure 1: INIS 1977 Production vs. Estimated 1977 Corpus, Current Production vs Estimated 
Current Corpus

Therefore, in a time when INIS is considering redesign of its services it is good to consider what 
makes a well-developed repository. What exemplars exist that INIS may wish to emulate, and 
what can be done to better meet the needs of the sponsoring organization (the IAEA) and end 
users around the world. 
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Exemplars 

The Astrophysics Data System5

Although several repositories and standards were considered for deriving the best 
characteristics, for the purposes of brevity, two were chosen for this paper.  First, the 
Astrophysics Data System (ADS) is considered. Founded in 1991, the system provides over 13.3 
million references. It harvests a selected number of journals with a daily frequency. That is, when 
an article is published in a journal covered by ADS, the reference will appear in the repository 
that day or the next.  

Records housed in ADS always lead to a full text, though full text records are not directly 
available from the repository. The repository is less concerned with accuracy but more 
interested in speed. For quality control, ADS invites user comment and correction. ADS has an 
API for retrieval and allows harvesting “for personal use”, though its terms and conditions 
prohibit systematic downloads of even bibliographic data.  

The repository has embarked upon special projects, such as harvesting core journals of not only 
recent articles, but also those going back to the beginnings of their publication.6

INSPIRE-HEP7

This repository is the closest thematically to INIS. The scope of this repository is on high-energy 
physics. Although it is hosted by CERN (the European Organization for Nuclear Research), it is a 
joint product of several different research organizations. In operation for nearly 50 years, it 
houses over 1.5 million records. 

Like ADS, INSPIRE-HEP harvests from core journals and repositories automatically with a daily 
frequency. It is less concerned with accuracy and more interested in speed of input. It invites 
user correction for quality control. It also has the capacity for user submission of records. It has 
an API for batch and automated operations. INSPIRE-HEP and CERN generally is a leader in open 
access. Basic search, and very specific advanced search are also available.8

Standards 
Several standards exist for scientific repositories. These include those promulgated by 
FAIRSFAIR, OpenAIRE, cOAlition S, the Core Trust Seal, and others. 

The FAIRsFAIR project “Fostering FAIR Data Practices in Europe”9, seeks to establish its principles 
within what it calls the “infrastructure of science.”  These principles are that scientific 
information and data should be findable, accessible, interoperable, and re-usable. Much of this 
speaks to the need for openness. Openness removes financial barriers to science, where many 
publishers had been and continue to charge high access fees.10

The CoreTrustSeal11 Trustworthy Data Repository requirements 12provide 16 areas that a 
repository should consider and define to be able to receive the certification. The areas include 
preservation, security, data reuse, licensing, etc.. CoreTrust and FAIRsFAIR have collaborated to 
combine their standards and principles into a capability maturity model13. 

OpenAIRE14 is a coalition of several universities, to encourage open science in Europe. It has 
published a set of guidelines for repositories which specify how metadata should be structured 
for interoperability and openness. The guidelines specify the use of Dublin Core and DataCite 
metadata schemes and their mapping to OpenAIRE required fields. This provides a standard 
method for openness.15

Characteristics 
From studying the needs of INIS, as well as the configurations of exemplar repositories and 
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current repository standards and best practices, some characteristics of well-developed grey 
literature repositories can be derived. The combination of this study derives the following:  
timeliness, openness, preservation, user-friendliness, and comprehensiveness. Combined, these 
form the mnemonic TOPUC.  

Timeliness
Timeliness is defined as “being done at a favorable or useful time.” For both traditional and grey 
scientific literature, the most beneficial time would be closest to the time the ideas were 
formulated, the discoveries made, and the paper written. The longer a publication goes without 
it being read, the more obsolete and therefore less valuable it becomes. Therefore, timeliness 
is a very important quality in a repository. Both exemplar repositories, as well as many others, 
are automated retrieval, processing, and publishing so records appear very quickly. This adds 
value for the user, who gets to access the latest information. It furthers the purpose of the 
organization and repository, by making it a more valuable resource. 

Openness 
When considering setting up a repository, a sponsoring organization is seeking to collect and 
have a collection of literature (grey and/or traditional) be discovered and read. While some 
repositories are collected for internal use and analysis, INIS and other, similar, repositories were 
founded for the express purpose of preservation and dissemination of information. Therefore, 
it better meets the purpose of these repositories and the founding organization to have their 
contents spread as widely as possible. It also benefits the repository to have an open ecosystem, 
where the repository can also take advantage of the openness of still other repositories. 
Therefore, openness is encouraged by certifying organizations and sponsoring organizations. 
The ultimate benefactor is the end user community which has access to a wide variety of open 
information in multiple forms and multiple sources, not hidden behind a financial wall. 

Preservation 
Like timeliness, preservation ensures that records are available now and into the future, 
extending to future generations. Throughout history are stories where important information 
was lost, and so needless suffering had to continue – sometimes for hundreds of years. The 
formula for roman concrete, the fact that fruit and vegetables containing vitamin C cured scurvy, 
and the formula for Damascus steel were all lost, ignored, or forgotten. Managers of repositories 
are custodians for a time to the information contained within. They cannot know which, if any, 
of the pieces of information they are tending will be valuable in the future. Therefore, the safest 
course of action would be to preserve everything possible. There is an extensive body of thought 
on digital preservation, along with accompanying standards, models, and capability maturity 
models. In brief, these account for issues such as file and format obsolescence, media 
degradation, malicious and accidental deletion, natural and manmade disasters, and file 
integrity. 

User Friendliness 
User friendliness is the degree to which users find an interface compelling and easy-to-use. A 
user-friendly repository means that users will return to the interface and make it their preferred 
site for research. Google was able to win the search engine war by providing a simple and flexible 
interface that hid a great deal of complexity. One caveat is that an interface should be user 
friendly both to novices and expert researchers. Experts have a need to shape search queries so 
that specific records are returned. Amateurs need a clear and simple interface that provides the 
answer they are looking for. In a modern repository, the needs of both audiences should and 
can be accounted for. 

Comprehensiveness 
In essence, each of these is about extending availability. Timeliness and preservation extend the 
availability of records temporally. Openness extends availability physically and financially, by 
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making records available in multiple locations and without cost. User friendliness makes records 
available to both novice and expert users with a compelling interface. Comprehensiveness 
extends the availability of records to all possible candidate records within the scope of the 
repository. 

Future Work 
The list of characteristics does not purport to be comprehensive. Further characteristics could 
be found and added to the list. The characteristics could also be seen as a starting point, both in 
developing standards, and in the development of a capability maturity model.  

INIS and other repositories that have not adopted these characteristics should do so. For INIS to 
fully adopt the characteristics of timeliness and comprehensiveness, great changes would need 
to be made to its workflow. Many of the processes are manually completed or at least manually 
executed. Furthermore, although INIS does have some capability in preservation, it does not 
completely meet the applicable standards. Additionally, INIS does not provide an API for batch 
and automated operations, and so is not interoperable with other repositories. In the coming 
years, all these issues should be addressed, and the characteristics adopted. 

Figure 2: Simplified Current Workflow, Most Steps Require Manual Initiation,  
Capable of 125 000 to 130 000 per year

Figure 3: Proposed Future Workflow, All Steps Automated

Conclusion 
Although INIS can be considered a successfully repository, now it is over 50 years old. It is time 
to consider changing the system to suit modern best practices. Grey literature and hybrid 
repositories, including INIS, should consider adopting these 5 characteristics and emulate the 
model the exemplar repositories provide. In doing so, INIS will be able to fulfill the purpose for 
which it was created and be an indispensable repository for research in nuclear science and 
technology. 
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A Retrospective on the Challenges of  
Incorporating Grey Literature into a Scholarly Publishing Platform*

Alistair Reece, GeoScienceWorld, United States 

Abstract 
In 2019, GeoScienceWorld was actively planning to bring a large content and data repository, 
that includes a significant proportion of highly valued Grey Literature, into our existing collection 
of 50+ peer-reviewed journals and over 2300 books in the geosciences. Due to various external 
situations, including the impacts of the COVID-19 pandemic, and an absence of community-
accepted standards for Grey Literature publishing, this project has stalled. 

GeoScienceWorld continues to investigate opportunities to bring original datasets, as well as 
other collections of Grey Literature, predominantly in the form of partner societies' conference 
proceedings and related conference materials, into our traditional research platform. We are 
also in the early stages of planning for a new research tool that will be truly content agnostic in 
bringing research and valuable insights to our primary end-user stakeholders, researchers, 
whether in academia or industry. 

As an organization, GeoScienceWorld is further implementing an Agile mindset and development 
philosophy to bring increasingly useful, and timely, resources to our stakeholder groups. A key 
ceremony of all truly Agile development processes is the Retrospective. 

In this paper, I review the initial aims of the project to incorporate a large grey dataset into our 
traditional scholarly literature platform and provide reflections on how both GeoScienceWorld 
and the wider Grey Literature community can move forward to bring such valuable datasets to 
audiences that both want and need, such content to advance their research. 

For each element of the initial project, I ask the following Agile Retrospective questions: 

 What did we do well? 

 What could we have done better? 

 What have we learned? 

 What are we still puzzled by? 

As a result of applying these questions to the initial project, I will present recommendations that 
both inform GeoScienceWorld's future integration and presentation of Grey Literature, as well 
as offer a clearer path toward greater Grey Literature acceptance within traditional scholarly 
platforms such as ours. 

Keywords: GeoSciences, publishing platform, XML, search, business models, Agile 
transformation 

This paper is licensed under the Creative Commons license: CC-BY-ND-3.0. 

Introduction 
In 2019, GeoScienceWorld was working on a project to incorporate a large body of content into 
our research platform. The content set, whilst largely traditional, peer-reviewed, scholarly 
journal articles and books also included a substantial amount of Grey Literature, around 30% in 
total. Of this subset of the content, the majority consisted of conference proceedings and 
meeting abstracts, though there was also more non-textual content like maps and posters. 

At the 12th Conference on Grey Literature and Repositories in Prague, Czechia, I gave a 
presentation titled "The Challenges of Incorporating Grey Literature into a Scholarly Platform", 
which gave a broad overview of the project. In the subsequent three years, this project has 
stalled, largely due to the COVID-19 pandemic and its impacts on the academic publishing world. 

* First published in the GL2022 Conference Proceedings, February 2023 

Video Presentation: https://av.tib.eu/media/59862
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GeoScienceWorld is undergoing an Agile Transformation of our organization, primarily focusing 
on making the 4 Values of the Agile Manifesto the guiding principles of our organizational 
culture. Having practiced Agile methodologies at previous workplaces, I decided it would be a 
valuable exercise to have a retrospective on the project to bring Grey Literature to our platform. 

Background 
Founded in 2004, GeoScienceWorld hosts more than 50 journals, as well as more than 2300 
ebooks, from many of the leading learned societies in the geosciences. Our founding mission 
was to bring together peer-reviewed, society-led, research on an online platform that would 
encourage collaboration among the societies to benefit the whole collective, thus giving smaller 
societies access to the benefits of online publishing, whilst maintaining their independence. 

Conversations to bring the large set of Grey Literature into the platform began in 2018, with a 
project plan being in place by the autumn of 2019. The onset of the COVID pandemic in early 
2020 put the project on hold, where it remains, intending to restart in 2023 if conditions are 
right. As part of our tentative planning for the possibility of the project restarting, it was decided 
that we perform a retrospective on the elements of the project as laid out in the presentation 
given in Prague, namely: 

Content Preparation 

 Implications for Search 

 New Business Models 

In the retrospective we asked the following questions: 

 what went well? 

 what could be better? 

 what have we learned? 

 what questions remain? 

Content Preparation 

What went well? 
Given the nature of the project, which would have seen the overall amount of content on the 
GeoScienceWorld platform almost double, we needed to have a thorough understanding of the 
scope of content to be ingested. 

Working with Silverchair, our platform partner, we created a detailed breakdown of the content, 
its various types, formats, as well as a count of individual content pieces. This content manifest 
allowed us to fully grasp not just the scope of content, but also the scope of basic development 
that would be required to fully onboard the content within our platform's site structure. It was 
in the creation of this manifest that the proportion of Grey Literature became clear. 
Having a reliable content manifest that included content types we knew that there would be 
development work necessary to support the loading and ingestion of the Grey Literature 
elements of the content set. Identifying the scope and types of Grey Literature within the set 
allowed us to avoid many of the unexpected surprises of a content migration. As such, 
GeoScienceWorld has implemented a thorough content discovery process into our acquisition 
workflow so that we have a proper understanding of the content being brought into our 
aggregation. This process is being applied to all new content acquisitions regardless of the 
content type involved, and has allowed us to better plan project timelines and set expectations 
with new publishers. 

What could be better? 
There was one area in particular with regards to the content preparation process that we really 
could have done much better, and that was having an awareness of the absence of a common 
Document Type Definition (DTD) for creating XML files to load Grey Literature. Within traditional 
scholarly publishing there exist standard DTDs for both journal articles and ebooks, JATS and 
BITS respectively. These DTDs are used by all the major publishing platforms for loading content, 
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making a certain level of interoperability available during migrations from one platform to 
another. We were unaware that such a shared standard does not exist for Grey Literature. 

A by-product of having a shared XML standard for ingesting content is that there also exists a 
shared framework of understanding for online presentation of that content type. We failed to 
understand that the lack of a common DTD for Grey Literature would require us to not just 
develop Extensible Stylesheet Language (XSLT) to ingest the XML, but also we would have to 
define how that content would be presented to the end-user on the platform, requiring 
extensive User Experience (UX) and User Interface (UI) considerations and development. 

What have we learned? 
The biggest takeaway from the content preparation process is that each content type is unique 
and that uniqueness brings challenges and further questions. Although at a basic level all 
content types are some combination of words and pictures, they also come with a set of end-
user expectations as to how that content should be consumed. Presenting a map, for example, 
in the same manner as we present a scholarly article could confuse the end user and ultimately 
lead the user to give up on trying to use that content type in our platform for their research. 

Despite this reality, we also learned that the majority of content types share many metadata 
elements. Whether a piece of content is a conference proceeding, internal report, or continuing 
education article, that content has an author, a publication date, a title, and other common 
metadata elements. This realization meant that it would be possible to reuse large amounts of 
code for DTDs and XSLTs that would be created to support the content. 

What questions remain? 
Concerning content preparation there is one standout question that remains unanswered, is 
there a need for a shared DTD for Grey Literature? 

The absence of a common, standardized DTD in the vein of JATS or BITS within the Grey 
Literature space makes content acquisition and ingestion into publishing platforms more 
complex and time-consuming than might be necessary. As part of this project, GeoScienceWorld 
spoke with various other organizations engaged in similar Grey Literature presentations to 
research communities and the absence of a common DTD forces them to do custom 
development projects that are costly and reflect the priorities of the organizations themselves 
rather than the user communities this content is intended to serve. 
A secondary question to the above is does GeoScienceWorld take the lead in trying to define, 
create, and socialize such a DTD, and if so, with whom do we work to bring this to fruition? 

Implications for Search 

What went well? 
When it comes to how end users search for content in a research platform, GeoScienceWorld 
understands clearly that it is the user that defines how they search. It is not for publishers or 
platform providers to force users into particular search experiences which limit the content on 
behalf of the user. 

GeoScienceWorld understands the importance of the web best practice of allowing users to 
direct their own search experience. In having this clear understanding, GeoScienceWorld 
realized the need for visual cues as part of the search experience to help end users understand 
the results they were seeing in the browser. 

The current GeoScienceWorld search experience includes such visual clues when it comes to the 
authorization state of a piece of content, showing the user if they have the authorization to view 
with a green check mark or a shopping cart icon if not. The search experience also uses visual 
cues to identify Open Access content through the use of an unlocked orange padlock. Knowing 
that such visual aids are useful to the user, GeoScienceWorld knows that a similar set of cues 
will be required to identify the peer-review status of the content. We are aware of sets of icons 
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already available for this kind of cue and will implement them in our search results page when 
we have Grey Literature as part of the platform. 

What could be better? 
While we have a very clear understanding that it is important to let the user direct their own 
search experience, we need to better understand the kinds of filters and facets that users find 
useful when refining their search. 

At present the search results page has twelve facets, allowing the user to refine their search by 
content format, article type, publisher, publication date, and so on. GeoScienceWorld does have 
a reliable sense of which facets are regularly used, or even if the information and order of the 
facets are beneficial to the user. To better understand user behavior in general, 
GeoScienceWorld has implemented a tool called HotJar to create heat maps showing us where 
on the page users scroll and click. Our goal is that this information will allow us to present only 
the facet that researchers find useful. 

What have we learned? 
A major learning for GeoScienceWorld as a result of this project has been to make real our 
understanding that the user must be free to direct their own search experience. While we were 
clear that this best practice was key to this particular project, we had allowed ourselves to fall 
into the trap of directing a user's search experience without reference to their goals in another 
area of the platform. 

The feature in question was that when a user entered a search term in the quick search that was 
also a keyword in our thesaurus, the site redirected the user to the thesaurus term page for that 
keyword. This had the unintended consequence of users searching on common geoscience 
terms and being forced into a very limited set of search results.  

GeoScienceWorld has subsequently removed this functionality from the platform and has 
received positive feedback on the scope of results being returned in the search. 

As GeoScienceWorld has spent a lot of time as a result of the Grey Literature project 
investigating how search functions and is presented on our platform, we have realized that 
search results contain overwhelming amounts of metadata. Each search result presents the user 
with at least eight metadata items, as well as a snippet of the content, where the search term is 
found. The search result also includes options to view the abstract, download the PDF, purchase 
the content, or add to the Citation Manager tool. Based on feedback from users, we have 
realized that half the metadata fields displayed are not relevant to the search itself, and instead 
serve to clutter the results and overwhelm the user. 

What questions remain? 
As we further consider the implications for search that this Grey Literature project has 
uncovered there are two questions that we are still seeking to answer. 

Firstly, and touching on the amount of metadata displayed to the user within the search result, 
what metadata elements are of the most importance and value to the researcher to encourage 
them to investigate this piece of content further? It seems obvious that the content title is 
essential, but beyond that is there anything that is "sacred"? We are also investigating whether 
the true value of metadata is behind the scenes in the technology running the search 
functionality as opposed to being presented in the interface. 

The second question that remains is when there exists a visual cue within the search result does 
the system need a corresponding facet to allow the user to filter results based on a visual cue? 
In our investigations we see very little evidence of user behavior to filter results where a visual 
cue exists, rather they recognize the cue and use that as a guide to investigating further, for 
example opening the abstract flyout from the search result. 
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New Business Models 

What went well? 
As part of GeoScienceWorld's early investigations into this content set, we very quickly identified 
that the Grey Literature elements would be best suited to our industrial customer base, 
including consultants and other non-academic organizations in the geoscience space. 

Having identified the primary customer group for this content we had to find business models 
that would suit organizations where the concept of an ongoing subscription to a body of content 
is not relevant. As such, we decided that implementing a tokenized purchasing model would be 
the most suitable approach. This product offering allows an organization to buy a bundle of 
tokens that can be redeemed against content as needed. The greater the number of tokens 
purchased, the more cost-effective the product is on a per-article basis. 

GeoScienceWorld developed and launched this token approach specifically for the corporate 
market early in 2022. Although the research platform currently only contains traditional journal 
article and ebook content, we built tokens in such a way that it is scalable to new content types 
with very little further development. 

What could be better? 
Although we readily had a sense of the primary market for the Grey Literature subset of content 
in the project, we had a slightly blinkered view of secondary markets, being limited in our 
thinking of available markets as being either academic or corporate. At a recent conference, I 
attended a session where a publisher discovered a wide range of organizations that neither fell 
into the academic nor corporate camps by virtue of their IP ranges being held in the IP Registry, 
a global database of IP addresses. 

The publisher in question wanted to understand what organizations were using their Open 
Access content, therefore showing a general interest in the publisher's content. They discovered 
over 20 identifiable organizations, mainly NGOs and governmental organizations that were 
regularly using their content and thus presented additional sales opportunities. 
GeoScienceWorld is also looking at working with the IP Registry to try and identify similar 
organizations who show an interest in the content we host, and could thus open new markets 
to us. 

Despite identifying our primary market, and having a method for potentially uncovering 
unexpecting secondary markets, GeoScienceWorld is keen to find a unique selling point for our 
academic customers, who form the majority of our customer base. We are convinced that this 
Grey Literature set has value to the researchers working in the academic institutions that we 
serve. 

What have we learned? 
It was in the realm of new business models that we had our most surprising learnings. In 
conversations with governmental leaders within the geoscience space, specifically several state 
geologists, we learned that organizations are willing to pay for access to content that is 
nominally free. Such organizations find value in the content being collated into a single online 
repository that they pay for access to have benefited from the convenience of this kind of 
content being readily discoverable in a centralized location. 

This particular revelation was startling to GeoScienceWorld as the tools surrounding the content 
on our research platform had always been a secondary consideration to the content itself. 
Discovering that purchasers find monetary value in the features and functionality and of course 
the convenience, of having paywalled and free content in a single platform. 

We also learned that our end users, the research community as opposed to the librarian 
community, are less concerned about the peer-reviewed status of the content than they are 
about the value and reproducibility of the science behind the article itself. We suspect that this 
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may be a behavior specific to researchers within the geosciences, and are seeking to validate 
this assumption. 

What questions remain? 
While having identified a tokenized purchasing model as key to reaching our primary, corporate, 
market, we are left asking the question, what business models would suit potential secondary 
markets uncovered by researching organizations in the IP Registry using GeoScienceWorld's 
Open Access and free content regularly? Are there opportunities to increase our subscription 
sales within these secondary market organizations? Would a "freemium" model, where a user 
has restricted access to the content and tools on the platform be worth investigating further? A 
third approach we are looking into, especially with public access content is to have users pay a 
small subscription fee to access advanced search and content manipulation tools on the 
platform, whilst keeping the content itself free to view. 

GeoScienceWorld is also investigating whether the data supporting the content, whether it be 
spreadsheets, code, or other non-textual assets is in some ways more valuable to the research 
community than the article or ebook chapter? 

Conclusions 
In my original paper, written in support of the presentation I gave in Prague, I wrote that as 

"GeoScienceWorld embarks on the next phase of this migration project, 
actually building out the features needed to support grey literature, we expect 
most of our assumptions to be challenged, the requirements to need changing 
many times, and to have a strong partnership with our platform provider to 
meet the architectural problems that will likely pop up as we try to make grey 
literature work in a framework specifically designed for scholarly content". 

It is fair to say that the assumptions we made in the initial phase of this migration project have 
been challenged, possibly more so than we ever imagined. However, as an organization 
committed to implementing an Agile mindset, we embrace that challenge, especially as revealed 
through this retrospective process. 

We are convinced that Grey Literature has very real, tangible, value to the research community 
that uses the traditional peer-reviewed literature that forms the basis of our platform. That 
value makes Grey Literature repositories an attractive proposition in our content acquisition 
efforts. 

Although the project has effectively been in stasis since the beginning of the pandemic, 
GeoScienceWorld is confident that we are ready, able, and willing to pick up this project and see 
it through to completion. With the many things we have learned and developed in response to 
this migration project, we feel that Grey Literature is an important part of our future. 

Much of that confidence comes from GeoScienceWorld's efforts to implement an Agile mindset 
within the organization, and adopting key Agile ceremonies such as retrospectives allows us to 
have a firm basis for moving forward. Agile also allows us to learn and improve from projects 
that might otherwise be regarded as a "failure". We have been able to implement our learnings 
from this process in other aspects of our organization and the work we do. 

The Agile mindset that we are seeking to make the bedrock of our organizational culture allows 
us to view all project outcomes as opportunities for continuous improvement. Our aim as an 
organization is not to accept the status quo, but to always be improving our workflows and 
processes to add value to our various customer groups, whether that be librarians, corporate 
geoscientists, or the academic research community. 

Perhaps our biggest conclusion as a result of this project so far, and the retrospective we 
undertook, is that there is a distinct need for leadership within the Grey Literature community 
when it comes to metadata preparation for content loading and presentation standards. As 
more and more traditionally scholarly publishers bring non-journal and book chapter content 
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into the platforms that we already use, there is an opportunity for the Grey LIterature 
community to work together with the platforms to define shared standards to make Grey 
Literature a more accepted part of the research databases that science relies upon. 
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Introduction 
The underlying approach in this study focuses on digital persistent identifiers and other linked 
open data as they become connected and interrelated in the course of research and whose 
outcome is published as grey literature. In January 2022, GreyNet published its 2nd edition of the 
International Directory of Organizations in Grey Literature (IDGL). This edition includes record 
entries from 45 countries worldwide with a listing of 224 organizations. Each entry contains the 
organization’s URL and ROR ID. By way of the ROR ID, immediate access to other digital 
persistent identifiers is gained, such as GeoNames ID, CrossRef Funder ID, ISNI, and Wikidata. 
The digital publication of this directory provides a lead into our research project dealing with 
digital publishing, open access, and grey literature. 

The War in Ukraine 2022 serves as GreyNet’s use case. An online survey was designed and the 
questions formulated in such a way that a number of the responses provide additional linked 
open data and digital persistent identifiers derived from publications on the current War in 
Ukraine. These include URLs, DOIs, and ORCiDs. Survey data together with the linked open data 
gathered and compiled in this study are then analyzed. The results are expected to demonstrate 
the currentness of grey literature, its diverseness in formats and document types, the 
organizations that stand behind these publications, and how actionable persistent identifiers 
opens research in grey literature to a new level-playing field situated in a FAIR environment. An 
environment where data is not only findable and openly accessible but also interoperable and 
reusable by means of digital publishing.  

Method of Approach 
A ten-question online survey was constructed and implemented via SurveyMonkey. Five of the 
questions were open-ended, three of which requested linked data. The other five questions 
allowed for Yes/No responses – four of which included comment fields. The first question on the 
survey required a Yes response. This confirmed that the survey respondent agreed to the 
Participant Consent Form stated at the start of the questionnaire that dealt with aspects of 
confidentiality, the risks and benefits, as well as the voluntary nature of the survey including a 
withdrawal clause.  

Survey Questions

1. Do you consent to take part in this study on the terms described above in the        
Participant Consent Form? 

2. What is your organization’s name and (if applicable) the acronym? 
3. What is the URL of your organization’s homepage? 
4. Has your organization published one or more documents on the 2022 War in Ukraine? 
5. If so, please provide a hyperlink or DOI to one of the publications? 
6. What document type best describes the publication? (e.g., Blog, Podcast, Report, Policy 

Document, etc.) 
7. Does the publication contain research data? 
8. Does the publication in whole or part consist of audio-visual material? 
9. Are you an author, co-author, or editor of the publication? 
10. Please enter your name and/or ORCiD along with your email address? 

* First published in the GL2022 Conference Proceedings, February 2023 

Video Presentation: https://av.tib.eu/media/59876
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The link to the online survey was created on March 22nd 2022 less than a month from the start 
of the War in Ukraine. It was then posted to GreyNet’s social media and distribution list on which 
all entries in IDGL are included. The online survey was closed on May 19th 2022 with 35 survey 
respondents. 88% of the survey questions were answered. And, on average, each of the 4 
Yes/No questions were accompanied by 9.5 comments. 

Responses to the ten survey questions were transferred to an Excel spreadsheet, whereby a 
record containing 19 fields was created for each of the 35 respondents. Six of these fields were 
added to each record derived from information and open data accessible to or assigned by 
GreyNet. These include the record ID, the organization’s acronym, country of residence, sector 
of information, ROR ID, and whether it was included or not in the 2022 edition of the 
International Directory of Organizations in Grey Literature. 

In brief, the respondents’ answers to the online survey would allow for the capture of a number 
of types of linked data including: ORCiDs, DOIs, ROR IDs, URLs, as well as email addresses. 

Part One 

Overview of the Survey Findings 
Of the 35 survey respondents four were anonymous. Fifteen of the respondents were from 
organizations in the academic sector, eleven from government, two from business, and the 
remaining seven were from NGO, IGO, or independent organizations. These organizations are 
located in fifteen countries worldwide: Australia, Bahamas, Canada, Czech Republic, France, 
Germany, Italy, Japan, Korea, Netherlands, Philippines, Slovakia, Slovenia, Spain, and the USA. 
Twenty-nine of these organizations carry a ROR ID and twenty-six were included in the 
International Directory of Organizations in Grey Literature (IDGL). 

Twenty-three of the survey respondents indicated that their organizations had published about 
the War in Ukraine 2022, while eleven organizations had not yet published on the war as of the 
date on which they completed the online survey. One of the responses was considered invalid 
in that the linked provided was not related to the War in 2022. 

The links to the publications were openly accessible and categorized in thirteen grey literature 
document types including: a survey (1), website (4), poster (1), policy statement (4), research guide 
(1), panel discussion (1), article (1), blog (3), report (2), press release (1), information note (1), letter (1), 
and speech (2). Only three (13%) of the twenty-three publications contained research data, while 
eight (35%) contained audio-visual material. Four of the respondents were (co)authors or 
editors to one of the twenty-three publications. However, all twenty-three of the survey 
respondents have an assigned ORCiD – indicating that they have publications on record. 

Summary of the Respondents’ Comments 
A summary of the 38 comments that accompanied the four yes/no questions on the survey is 
shown as follows: 

When asked if their organization published one or more documents on the War in Ukraine 2022, 
those who answered ‘yes’, further commented that their library provided information services 
in Ukrainian as well as basic information about help for Ukrainian refugees in their country. 
Research grants were made available to Ukrainian researchers.  Reports of statements by 
academic and religious spokesmen were published. Reliable curated links regarding the War in 
Ukraine were shared. Events were organized on campuses dealing with the War. Appeals to end 
the War were drawn-up, signed, and published by both researchers and staff. Other respondents 
mentioned that while they did not publish, they had aggregated a manifold number of reports 
on the War in Ukraine.  

Those who answered ‘no’ to the question responded that while their department had not yet 
published about the War in Ukraine, perhaps others on their campus did. Mention was made 
that technically they were not publishers. Further mention was made that their repository did 
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however contain published articles dealing with that which led up to the War in Ukraine. Other 
respondents indicated that they intended to publish on the War in Ukraine in the near future. 

When asked if the documents published on the War in Ukraine contained research data, three 
of the respondents confirmed that they did, while seven commented that their documents did 
not or that they were not aware of. One respondent mentioned that data was being compiled, 
but has not yet been published. Another commented that if reposts counted, then these did 
contain research data. 

When asked if the publications contained audio-visual material, mention was made of video 
recordings of seminars and conferences dealing with the War in Ukraine. One respondent, who 
answered no to this question mentioned again that if reposts were included, then some of them 
contained audio-visual material. 

In the final ‘yes/no’ question in the survey, when asked if the respondent was an author, co-
author, or editor of the published documents, three stated that they were, another was a 
signatory to a publication, and again mention was made that his/her role was that of an 
intermediary and not an author. 

Summary of the Primary Texts 
It is important to understand the chronological order in which the primary texts were published 
and later came to be included in this study. The key dates are the start of the War in Ukraine on 
the 24th of February 2022, the publication of the link to the online survey on the 22nd of March 
2022, and the close of the link to the online survey on the 19th of May 2022. Hence, the survey 
was opened less than a month from the start of the war and closed just under three months into 
the War in Ukraine.  

An analysis of the twenty-three publications drawn from this study are grouped and summarized 
as follows: 

Clearly stated was a condemnation of the violence and an expression of shock. It was seen as a 
wake-up call, especially regarding the threat by Putin of nuclear deployment. This could lead to 
a sharing of nuclear weapons by Russia as well as Ukraine’s allies. 

Solidarity was called upon among Ukraine’s allies and was witnessed and demonstrated in the 
way the citizens of Ukraine united in their response to the invasion. The principle of Sovereignty 
was upheld as contained in international law as well as in the U.N. Charter and reiterated by 
IFLA. By way of an EU Directive, the millions of Ukrainians that fled the war to neighboring EU 
countries were allowed to move through the EU as EU citizens. Likewise, Ukrainian research 
institutions were granted the same rights as those of the EU Member States. On the other hand, 
there were a suspension of agreements with Russia by European research centers. 

The overwhelming and outspoken support for Ukrainian students can be understood given that 
near half of the survey respondents, who provided links to publications on the War in Ukraine 
were from academic institutions. This support is by way of scholarships, educational resources 
at no cost, and stipends. Support was also extended to staff and their families. Material support 
was further raised and mounted for refugees and other vulnerable groups affected by the War 
in Ukraine. This was voiced at campus gatherings. 

Express mention was made to avoid ad hoc policy decisions and to ensure accurate information 
about the War in Ukraine. While the free flow of information must be assured, it should not be 
at the cost of spreading disinformation and misinformation. A number of the publications 
addressed efforts to provide in-depth background information about that which has led up to 
the War in Ukraine. Mention was also made that print runs would be replaced by e-publications, 
due to the disruptions in deliveries and other information services. 

Early on in the War, publications discussed the devastating effect it would have on the cultural 
heritage of Ukraine. Already a museum housing the work of an UNESCO recognized artist was 
destroyed. SUCHO, an initiative of over 1,500 international volunteers that collaborate online to 
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digitize and preserve Ukrainian cultural heritage published a digital poster on their efforts. 
Likewise, early on in the conflict, FAO signals the risks involved for global agricultural markets 
that would aggravate the world food crisis. 

Part Two 

Tracking Digital and Product Identifiers in Publishing 
The number of respondents to the online survey may not be considered a sizeable population 
in itself. However, when joined by persistent identifiers and other related data together with 
links to primary texts on the War in Ukraine, we can track and trace the impact this has for digital 
publishing and grey literature.  

The schematic diagram (above) shows GreyNet’s publications both in textual and non-textual 
formats originating with the online survey and connected throughout by actionable persistent 
identifiers and other product identifiers. Beginning with the publication of the link to the online 
survey (top left column), the responses provide access to data related to the respondents, their 
organizations, the types of grey literature documents published on the War in Ukraine, etc. In 
turn, these data are themselves connected to digital and product identifiers such as ORCiDs, 
ROR IDs, URLs, and DOIs. 
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Impact of Survey Data on Digital Publishing 
Data derived from the survey is then also available for inclusion in a revised and updated edition 
of the International Directory of Organizations in Grey Literature (IDGL). This information 
resource is openly accessible on GreyNet’s website1 and on the GreyGuide2, GreyNet’s web 
access portal and repository listed in OpenDOAR. Further, by way of an advertorial in The Grey 
Journal3, greater awareness and wider coverage is given this grey literature resource. The URLs 
that link to IDGL and its assigned ISBN along with the ROR ID assigned to GreyNet4 serve in 
implementing FAIR data principles5. 

While the survey data remains accessible in SurveyMonkey6, it is further published in the DANS 
EASY Archive7 and becomes openly accessible via CCO licensing. Added to the published survey 
data in DANS is a data paper8 that provides a detailed and technical description of the data. This 
is further published in The Grey Journal licensed by EBSCO9 and abstracted and indexed by 
Scopus and Clarivate. The published survey data and data paper carry with them persistent 
digital identifiers namely the DOI, ORCiD, and ROR ID. 

Now that the analysis of the survey data has been carried out, it awaits publication as a 
conference paper in the GLP Collection housed in the GreyGuide Repository10. It will be further 
compiled in the publication of the GL2022 Conference Proceedings11, and is further eligible for 
republication in a thematic issue of The Grey Journal. The video presentation of the conference 
paper will also be published in the TIB AV Portal12.  

The survey data and accompanying data paper, the analysis of the survey data in the conference 
paper, and its video presentation each carry a separate but interoperable DOI. And, it is in this 
way that the survey data remain FAIR and open to citation, referencing, and reuse. 

Concluding Observations 
It is important to note how prompt the organizations responded and with such foresight and 
concern for the accuracy in reporting on the War in Ukraine. The responses dealt with both the 
immediate consideration of housing for the millions of refugees fleeing Ukraine and for needed 
supplies, as well as considerations related to more lasting challenges in providing educational 
support for students and researchers and in dealing with the effects the war will have on world 
food shortages.  

The survey provided an increase not only in GreyNet’s digital content but also in new contacts. 
The fact that 74% of the respondents’ organizations already appeared published in the 
International Directory of Organizations in Grey Literature (IDGL) confirmed that this resource 
was a determining factor in the survey population. The digital and product identifiers gained by 
the survey help in establishing the validity and reliability of the data collected. They demonstrate 
FAIR data principles in that they not only increase findability and ensure accessibility, but they 
also enable interoperability via the persistent identifiers and thus contribute in building the PID 
Graph13 for further use in research and training. 

Perhaps one of the most evident of observations is the presence of persistent and product 
identifiers in the trail of GreyNet’s digital publications both in textual and non-textual formats. 
This provides an example of grey literature digital publishing, whereby the War in Ukraine served 
as a use case. 
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1. Introduction 
The challenges posed by changes in research and publishing behavior, by the upheaval of the 
publication market and by the emergence of very different forms of distribution and use, have 
evolved and continue to change the tasks in information supply. The increasing digitization of 
workflows and processes is having a significant influence on the demands that customers and 
users place on modern information services (TIB 2027). These ongoing dynamic developments 
in the area of information supply and knowledge development are influencing and changing 
science and technology organizations. Today, science and technology organizations function as 
modern information infrastructure facilities that claim to provide researchers with innovative 
services throughout the entire scientific process. In order to meet the user's expectations, they 
must continuously analyze the changing needs of the scientific community, monitor trends, 
implement technical innovations and develop services tailored to the needs of their target 
groups. The International Council for Scientific and Technical Information (ICSTI) founded in 
1984, is a not-for-profit membership organization offering a forum for interaction between 
national and international organizations that create, disseminate, and use scientific and 
technical information. In order to provide a more accurate and multifaceted picture of best 
practices regarding innovative services among ICSTI members, we conducted an online survey. 
The focus of the survey was on the provision of infrastructures, tools and services for the 
publication, use and creation of non-textual science and technology materials such as 
audiovisual media, 3D objects, graphics, research data and research software which have been 
little investigated in the science, technology and information context. The present study aims 
to contribute to a better understanding of what ICSTI member organizations around the globe 
already offer their scientific user groups regarding non-textual materials and what is planned 
for the future. Good practices serve as examples for other organizations. With this in mind, we 
hope that the results of the study will be of benefit for other information centers and technical 
libraries. 

2. Study Design 
The questionnaire used for the survey mostly consisted of closed-ended questions. The assigned 
method was quantitative (questionnaire) and qualitative (free-text fields). The survey included 
questions about the provision of research tools, infrastructures and services for the publication, 
access, use and creation of non-textual materials. Some questions also aimed at the provision 
of training with regard to non-textual publications and the assignment of Digital Object . 
Identifiers (DOI). The survey was sent to representatives of all nineteen full ICSTI member 
organizations, namely: the Agricultural Information Institute of the Chinese Academy of 
Agricultural Sciences (AII of CAAS), ETH-Bibliothek, the German National Library of Science & 
Technology (TIB), the International Atomic Energy Agency (IAEA), the Institute of Medical 
Information of the Chinese Academy of Medical Sciences (IMI CAMS), the Institute of Scientific 
and Technical Information of China (ISTIC), the International Federation of Library Associations 
(IFLA), the International Standard Serial Number (ISSN) International Centre, the Japan Science 
and Technology Agency (JST), King Abdullah University of Science and Technology (KAUST), the 
Korea Institute of Science and Technology Information (KISTI), the National Research Council of 
Canada (NRC), the National Science and Technology Library (NSTL) of China, the National Science 
Library of the Chinese Academy of Sciences (NSLC), the Shanghai Society for Scientific and 

* First published in the GL2022 Conference Proceedings, February 2023 
Video Presentation: https://av.tib.eu/media/59861
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Technical Information (SSSTI), the State and University Library of Gottingen (SUB), the U.S. 
Department of Energy Office of Scientific and Technical Information (OSTI), the U.S. National 
Library of Medicine, and VTT Technical Research Centre of Finland. These organizations were 
given a duration of two months (08/22/22-10/19/22) to complete the survey. 

The total number of participant organizations that completed the survey was fifteen. Due to the 
small sample size, the results of this survey do not claim to be representative. 

3. Results 

3.1 Formal Criteria 

3.1.1 What are your organization’s major functions or activities?
The most frequent responses were Information Management, Information Infrastructure and 
Research. 

3.1.2 What is the primary subject focus of your organization? 
Most of the respondents answered that their collections contained resources from many 
different subjects. 
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3.1.3 What types of digital textual scientific and technical information materials does your 
organization collect or store? 
The collected textual formats included journal articles, technical reports, e-books, government 
reports and others such as theses/dissertations, program documents, printed books, clinical 
vocabularies and value sets, lab notes and notebooks, handwritten manuscripts, newspaper 
clippings, and digitized archival materials. 

3.1.4 What types of digital non-textual scientific and technical information materials does your 
organization collect or store? 
A wide range of object types were named. In the order of most frequently mentioned: research 
datasets (such as measurement data, material samples, structural formulas, simulation data, 
and geospatial data), audiovisual material, patents, maps, software, posters, 3D models (CAD) 
and others such as oral histories, prints & photographs, vocabularies and related health data 
standards, and born-digital publications and datasets (from other than research sources). 
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3.2 Audiovisual Media 

3.2.1 Does your organization host a repository for audiovisual media? 
Nine respondents answered yes, with six answering no. From the nine who answered yes, seven 
said the repository was exclusive to containing audiovisual media. 

3.2.2 Is the audiovisual media repository publicly accessible? 
Six respondents answered that the repository was publicly available, whereas three answered 
that the repository was only accessible internally to members of that organization. 

3.2.3 If your organization does not host a repository for audiovisual media, what, if any, 
external services are used to provide access? 
The named external services used to provide access to audiovisual media were Youtube, TikTok, 
Youku, WorldWideScience.org, J-Stage Data and NLM Digital Collections. Additionally, a 
collection of DVDs that can be accessed locally was mentioned. 

3.2.4 Does your organization provide a visual search tool for the audiovisual media repository? 
Only one respondent answered that their organization uses a visual search tool that provides 
visual concept detection based on neural networks and deep learning methods. 
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3.2.5 Does your organization provide long-term digital preservation for audiovisual media? 
Four respondents answered that their organization provides long-term digital preservation, 
with five answering that they do not. 

3.2.6 Does your organization provide any of the following infrastructures, tools, or services 
to make the audiovisual media repository accessible to users with disabilities? 
Regarding the provision of tools and infrastructures for users with disabilities, the 
organizations provide services such as closed captioning or transcripts, alternative text 
description and text size adjustments for audiovisual material. 

3.2.7 Does your organization provide any of the following training resources in relation to 
the management or publication of audiovisual media? 
Most of the organizations provide written text or guidance, as well as instructional videos used 
as training resources in relation to management or publication of audiovisual media. 

3.2.8 Does your organization assign persistent identifiers to audiovisual media? 
Only two organizations answered that they assign persistent Identifiers for audiovisual media, 
those being specifically Digital Object Identifiers (DOIs). 

3.2.9 Which DOI registration services are used to assign DOIs to audiovisual media? 
In addition to DataCite’s DOI registration service, one organization utilizes the Entertainment 
Identifier Registry (EIDR). 
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3.2.10 Does your organization assign any of the following types of persistent identifiers to 
audiovisual media (in addition to or instead of DOIs)? 
None of the organizations use other persistent identifiers such as Arxiv or URN. 

3.3 Images & Graphics 

3.3.1 Does your organization host a repository for Images and Graphics? 
Eight of the respondents answered that their organization had a repository for images and 
graphics, while the other seven stated that their organization did not. 

3.3.2 Is the repository exclusive to Images and Graphics? 
Five respondents claimed that their repository was not exclusive to images and graphics, and 
three replied that their repository was exclusive for images and graphics. 

3.3.3 Is the repository for Images and Graphics publicly accessible? 
Five organizations stated that their repository was publicly available, while three answered that 
the repository was only accessible to members of their organization. 

3.3.4 If your organization does not host a repository for images and graphics, what, if any, 
external services are used to provide access? 
The named external services used to provide access to images and graphics were Youtube, 
TikTok, Youku, J-Staged, Figshare, Zenodo and Wikicommons. Additionally, a collection of 
analogue maps that can be accessed locally was listed. 
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3.3.5 Does your organization provide a visual search tool for the images and graphics 
repository? 
Only one respondent replied that their organization had a visual search tool, with the rest 
answering that they do not. 

3.3.6 Does your organization provide long-term digital preservation for images and graphics? 
Six of the respondents answered that their organization provides long-term digital preservation 
for images and graphics, while the other two stated that their organization did not. 

3.3.7 Does your organization provide any of the following infrastructures, tools, or services to 
make the images and graphics repository accessible to users with disabilities? 
Regarding the provision of tools and infrastructures for users with disabilities, the organizations 
provide services such as alternative text description, text size adjustments, text-to-speech or 
screen reader support and closed captioning and/or transcripts for images and graphics. 

3.3.8 Does your organization provide any of the following training resources in relation to 
the management or publication of images and graphics? 
With respect to training materials, the most prevalent resource provided is written instruction 
and policy guidance. 
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3.3.9 Does your organization assign persistent identifiers to images and graphics? 
Five organizations assign persistent identifiers to images and graphics. 

3.3.10 Does your organization assign digital object identifiers (DOIs) to images and graphics? 
Which DOI registration services are used to assign DOIs to images and graphics? 
Three organizations assign DOIs to images and graphics using either the DataCite or KISTI 
registration services. 

3.3.11 Does your organization assign any of the following types of persistent identifiers to 
images and graphics (in addition to or instead of DOIs)? 
The responses included internal persistent identifiers assigned to images and graphics. 

Does your organization assign persistent  
identifiers to images and graphics? 

Does your organization assign digital object identifiers to images 
and graphics? 

 Yes: 3 

 No: 2 

Which DOI registration services are used to assign DOIs to 
images and graphics? 

 DataCite: 3 

 Entertainment Identifier Registry (EIDR): 0 

 ISTIC & Wanfang Data: 0 

 Japan Link Center (JaLC): 0 

 Korea Institute of Science and Technology (KISTI): 1 

 Multilingual European DOI Registration Agency: 0 

 Publications Office of the European Union: 0 

 Other: 0 

Does your organization assign any of the following types of 
persistent identifiers to images and graphics (in addition to or 
instead of DOIs)? 

 ARK (archival resource key: 0 

 ArXiv: 0  

 Internal identifier (i.e. organization specific identifier): 1 

 URN (uniform resource name): 0  

 Other: 1 
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3.4 Research Datasets 

3.4.1 Does your organization host a repository for research datasets? 
Eleven organizations answered that they do host a repository for research datasets, while four 
do not. 

3.4.2 Is the repository exclusive to research datasets? 
Eight out of the eleven organizations stated that their repository was not exclusive to research 
datasets; three of the organizations’ repositories only contain research datasets. 

3.4.3 Is the research datasets repository publicly accessible? 
Nine respondents replied that their repository for research datasets is open to everyone, while 
two answered that it was only accessible within their organization. 

Does your organization host a 
repository for research datasets? 

Is the repository 
exclusive to 

research  
datasets? 

` 

Is the research 
datasets  

repository 
publicly  

accessible? 

3.4.4 If your organization does not host a repository for research datasets, what, if any, 
external services are used to provide access? 
The named external services used to provide access to research data were Zenodo, GitHub and 
Radar-Service. 

3.4.5 Does your organization provide long-term digital preservation for research datasets? 
Ten organizations stated they provide long-term digital preservation for their datasets, while 
one organization does not. 

3.4.6 Does your organization provide any of the following infrastructures, tools, or services to 
make the research datasets repository accessible to users with disabilities? 
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Regarding the provision of tools and infrastructures for users with disabilities, the organizations 
provide services such as alternative text description, text-to-speech or screen reader support 
and closed captioning and/or transcripts for research datasets. 

3.4.7 Does your organization provide any of the following training resources in relation to the 
management or publication of research datasets? 
The responses concerning training material included written instruction and policy guidance, 
instructional videos, webinars and multiple-session courses either live or recorded. 

3.4.8 Does your organization assign persistent identifiers to research datasets? 
Nine organizations answered that they assign persistent identifiers to the datasets, while two of 
them do not. 

3.4.9 Does your organization assign digital object identifiers (DOIs) to research datasets?
Which DOI registration services are used to assign DOIs to research datasets? 
Seven respondents declared their organizations assign DOIs to research datasets, most using 
DataCite. Other registration services used are ISTIC & Wanfang Data, JaLC and KISTI. 
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3.4.10 Does your organization assign any of the following types of persistent identifiers to 
research datasets (in addition to or instead of DOIs)? 
The responses included the use of internal Identifiers and other identifiers such as Permalink 
and EPIC handles. 

Does your organization assign persistent 

identifiers to research datasets? 

Does your organization assign digital object identifiers to 
research datasets? 

 Yes: 7 

 No: 2 

Which DOI registration services are used to assign DOIs to 
research datasets? 

 DataCite: 5 

 Entertainment Identifier Registry (EIDR): 0 

 ISTIC & Wanfang Data: 1 

 Japan Link Center (JaLC): 1 

 Korea Institute of Science and Technology (KISTI): 1 

 Multilingual European DOI Registration Agency: 0 

 Publications Office of the European Union: 0 

 Other: 0 

Does your organization assign any of the following types of 
persistent identifiers to research datasets (in addition to or 
instead of DOIs)? 

 ARK (archival resource key: 0 

 arXiv: 0 

 Internal identifier (i.e. organization specific identifier): 3 

 URN (uniform resource name): 1 

 Other: 2 

3.5 Software 

3.5.1 Does your organization host a repository for software? Is the repository exclusive to 

software? Is the software repository publicly accessible? 

Three of the respondents stated that they have a repository for software, with only one of those 

being exclusive to containing software only. All three software repositories are publicly 

available. 

Does your organization host a  

repository for software? 

Is the repository 

exclusive to 

software? 
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Is the software 

repository 

publicly 

accessible? 

3.5.2 If your organization does not host a repository for software, what, if any, external 

services are used to provide access? 

The named external services used to provide access to software were GitHub, Zenodo and 

Microsoft Teams. 

3.5.3 Does your organization provide long-term digital preservation for software? 

All three of the organizations who host a repository for software provide long-term preservation. 

3.5.4 Does your organization provide any of the following infrastructures, tools, or services to 

make the software repository accessible to users with disabilities? 

None of the organizations provide specific tools or services for software for users with 

disabilities. 

3.5.5 Does your organization provide any of the following training resources in relation to the 

management or publication of software? 

Training resources provided include written instruction and policy guidance, webinars and 

multiple-session courses either live or recorded, and instructional videos. 

3.5.6 Does your organization assign persistent identifiers to software? Does your organization 

assign digital object identifiers (DOIs) to software? Which DOI registration services are used 

to assign DOIs to software? 

All three organizations which provide a repository for software assign persistent identifiers in 

the form of DOIs using the DataCite registration service. 
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3.5.7 Does your organization assign any of the following types of persistent identifiers to 

software (in addition to or instead of DOIs)? 

One organization assigns internal identifiers to software. 

Does your organization assign persistent 

identifiers to software? 

Does your organization assign digital object 

identifiers to software? 

 Yes: 3 

 No: 0 

Which DOI registration services are used to assign 

DOIs to software? 

 DataCite: 3 

 Entertainment Identifier Registry (EIDR): 0 

 ISTIC & Wanfang Data: 0 

 Japan Link Center (JaLC): 0 

 Korea Institute of Science and Technology (KISTI): 0 

 Multilingual European DOI Registration Agency: 0 

 Publications Office of the European Union: 0 

 Other: 0 

Does your organization assign any of the following types of 

persistent identifiers to software (in addition to or instead of 

DOIs)? 

 ARK (archival resource key: 0 

 arXiv: 0 

 Internal identifier (i.e. organization specific identifier): 1 

 URN (uniform resource name): 0 

 Other: 0 

3.6  3D Objects 

3.6.1 Does your organization host a repository for 3D objects? 

Fifteen out of the fifteen participating organizations declared that they do not provide a 

repository for 3D Objects. 

3.6.2 Does your organization provide any of the following training resources in relation to the 

management or publication of 3D objects? 

Although no repositories are available for 3D objects within the organizations surveyed, some 

of them provide training resources such as written instruction or policy guidance, instructional 

videos, and webinars or multiple session courses (either live or recorded) for their users. 
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3.7 Challenges 

3.7.1 What are the biggest challenges when it comes to providing infrastructures, tools and 

services for non-textual materials within your organizations? 

The majority of the organizations surveyed indicated that they would like to provide more 

services in the area of non-textual materials, but the effort to meet the demands of the different 

types of objects was simply too complex and time consuming. According to the responses other 

challenges these organizations face include: 

 Definition of user requirements 

 Construction of the ecosystem and cooperation mechanism, including the contributors, 

users, funders, administrators, and commercial partners 

 Communication with researchers about the expectations for submitting non-textual 

materials to their organization 

 Long-term preservation of the materials 

 Provision of resources to support staff, IT infrastructure, and financial resources 

 Accessibility, findability, semantic relations and visualizations of relations between data, 

text graphics, software and audiovisual media. 

 Clarification of copyright for videos 

4. Summary and Conclusion 

The survey conducted primarily provided an indication of existing tools, infrastructures and 

services of the participating ICSTI member organizations regarding non-textual materials. Non-

textual material such as research data, research software, graphics, 3D Models and audiovisual 

media is research output and should thus be accessible and reusable. This concerns first and 

foremost the data on which the research results are based. Beyond that, however, the software 

used to generate or analyze the data is just as important. In addition, there are visualizations 

such as graphics, 3D models, animations, simulations or videos that enable understanding and 

interpreting of the data. 

It appears that research data infrastructures and management are already well established. 75% 

of the respondents stated that their organization operates its own repository, most of which are 

publicly available. The vast majority of datasets have a DOI and are archived for the long-term. 
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Nevertheless, there is still a need for improvement, one example being the reusability of 

research data. At the same time, the study showed that comparable activities in the field of 

scientific software, i.e. the management of research software, have hardly been established. 

Only three organizations stated they run their own repository for software, from which only one 

is publicly available. However some organizations are using GitHub and Zenodo to store the 

software. In addition, media-specific solutions are required for other non-textual materials, such 

as audiovisual media, graphics or 3D objects, which according to our study seem to hardly exist 

in the surveyed organizations. In terms of audiovisual media, just over half of the surveyed 

organizations have their own repository. Alternatives used are commercial platforms, such as 

YouTube. Only one organization uses a visual search tool for better discovery in videos. Only two 

organizations assign DOIs to audiovisual media. For 3D objects, none of the organizations 

surveyed has a solution. The survey brought to light that most non-textual materials are not yet 

accessible and citable in the long term. 

The FAIR Data Principles were published by the FORCE11 Group in 2016 (Wilkinson 2016) and 

can be understood as a guideline, where FAIR stands for Findable, Accessible, Interoperable and 

Reusable. Even though the FAIR principles were inspired by Open Science, these two movements 

are explicitly not to be equated (Mons 2017). However, the FAIR principles require "clarity and 

transparency about the conditions for access and re-use" of the data, even if they are not "open" 

(Mons 2017). In principle, this means that organizations which have a focus on Information 

Management, Infrastructures and Research, as the organizations surveyed in this study do, 

should provide corresponding infrastructures and services which support the FAIRness of their 

data. These services should be developed in close cooperation with the users, so that any 

research output, whether textual or non-textual will be accessible and re-usable in the future 

and thus contributing to the comprehensibility of research. 
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Abstract 

The development on virtual multicultural team studies leads to the concern of leadership’s influence 

to the team. This systematic literature review provides the overview, descriptive analysis, and future 

suggestions about virtual multicultural team using Scientific Procedures and Rationales for 

Systematic Literature Reviews (SPAR-4-SLR). This study found four (4) core themes from the 

literature: CQ, Leadership, team effectiveness, and AI influence. The findings leads to the future 

suggestions of exploring the role of leadership behaviour and functions in virtual multicultural 

teams, especially from the soft side of leader-member interaction. 

Keywords: Virtual Team; Multicultural Team; Leadership; CQ 

Introduction 

Whenever more than one individual interacts and shares similar characteristics, they are forming a 

social group. The first conception of Social Group was first introduced by a sociologist Charles 

Cooley in 1909, in which divide groups into two main levels: primary and secondary. The primary 

social group consists of kin, family, and close relatives that share implicit things such as love and 

caring. The secondary social group is proportionately impersonal, transactional, and goal-oriented, 

such as the working group. However, despite the benefit derived from collective collaboration, 

there are still debates among scholars about the efficiency and effectiveness of a group that results 

in the creation of a team which covers individual and collective processes toward common goals[1]. 

Team practice is evolving from time to time. In modern society, digitalization has become 

imperative, especially in business organization. Digital transformation disrupts markets and forces 

traditional firms to change by influencing consumers’ expectations and behaviors[2]. The 

consequences to team practice are adopting digital technology for collaboration and 

communication who participate in virtual interaction[3], namely virtual team. Moreover, since the 

virtual activities of a team uncover the possibility of working cross-border, team composition may 

foster diverse members. Hence the fact that multicultural team topics were developed from a long 

time before the term “virtual” came to a surface, emerged by the consequences of technology 

advancement, it adds definitive conception to multicultural teams of being more dynamic and 

distanced[3] 

Multicultural teams by definition are individuals from different cultural backgrounds, bound by 

social and organizational systems. Leadership of multicultural teams involves collaborating with 

people from different cultural backgrounds. Leaders in multicultural teams should have a mindset 

of shared leadership that distributes responsibilities among members[1], leaving a bossy attitude 

behind. On the other hand, the virtual team also has its own unique perspective in terms of 

leadership conception that can be seen as a multilevel phenomenon. Leaders in a virtual team may 

interact with the team, while still engaging personally to each individual[4]. Reflecting the broad 

study of virtual teams and multicultural teams, we assume that leadership in virtual multicultural 

teams need to be explored, particularly to construct conceptual models from literature and 

presenting future research agenda. 
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This review proposed the current development of virtual multicultural team in reputable journal 

with high quality paper from Elsevier database from 2018 – 2022, by answering two essential 

questions of what is the association model for antecedent, moderating, and consequences factors 

of leadership in virtual multicultural team and which conceptual model facilitates the construct. 

Therefore, we believe that the update of systematic literature review is helpful to envision the 

advancement of leadership literature, particularly in the virtual multicultural team. 

Method 

This study adopts systematic literature review. Referring to well-established methodologies in team 

management research, this study is using domain-based systematic literature review[4][5][6]. In 

organizing our literature review, we take on Scientific Procedures and Rationales for Systematic 

Literature Reviews (SPAR-4-SLR)[7]. With SPAR-4-SLR this study organization includes three stages: 

assembling, arranging, and assessing the literature. 

Assembling 

The assembling stages inclusive of the identification and acquisition of literature. In this study, we 

only use literature from high reputable journals with high quality output from the Elsevier database 

from 2018-2022 to grasp the trends for today's practices and future references. In creating robust 

procedures, we make an inclusion and exclusion criteria as follows: 

Table 1: Criteria Description 

C1 The studies must be the latest in the publication of research, high academic quality 

standards, and going through peer-review systems. All of the selected journals are from 

Elsevier and indexed in Scopus, that meet all the standard criteria. 

C2 Leadership and Virtual Multicultural Teams context must be central to the manuscript. 

One of these concepts should at least be part of the title. 

C3 The studies must be primary and make explicit or specify the following structure: 

introduction, methods, results, and discussion (IMRAD structure). 

Arranging 

Applying these criteria, we conduct several phases of literature search: 

1. First search 

 Source  : Elsevier 

 Keyword : Virtual Multicultural Teams 

 Type  : Research Article 

 Total  : 634 articles 

 Subject areas : Business, Management and Accounting (220 articles) 

 Time Frame : 5 years (2018 – 2022), resulting 92 articles 

2. Second search 

 Source  : Elsevier 

 Keyword : Leadership 

 Type  : Research Article 

 Total  : 134.251 articles 

 Subject areas : Business, Management and Accounting (28.193 articles) 

 Time Frame : 5 years (2018 – 2022), resulting 8.425 articles 
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3. Final search 

 Source  : Elsevier 

 Keyword : Leadership AND Virtual Multicultural Teams 

 Type  : Research Article 

 Total  : 246 articles 

 Subject areas : Business, Management and Accounting (105 articles) 

 Time Frame : 5 years (2018 – 2022), resulting 40 articles 

 Purification : 22 articles 

Table 2: Final arrangement of literature 

No Journal Articles

1 Journal of international management 5

2 Journal of business research 4

3 Business Horizon 3

4 International journal of intercultural relations 2

5 Journal of World Business 2

6 The leadership quarterly 1

7 Journal of vocational behavior 1

8 The international journal of management education 2

9 Human resources management review 1

10 Organizational behavior and human decision process 1

TOTAL 22

Special Case: Due to only 22 articles after purification process, the 

researchers try to include the keyword from relevant subject areas, 

such as Computer science (4 articles) 

No Journal Articles

1 Proceedia Computer Science 4

Psychology (2 articles) 

No Journal Articles

1 International journal of clinical and health psychology 1

2 Learning, culture and social interaction 1

TOTAL 2

Resulting a total of 28 articles to be included in this systematic literature review analysis. 

Assessing 

We assessed the literature in three main stages:  

1) descriptive analysis to reflect what we know,  

2) themes analysis to reflect insight from the literature, and  

3) future agenda to know where we are heading next. 
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DESCRIPTIVE ANALYSIS 

Table 3.1: Descriptive characteristics of the study 

No Author(s) Objective(s) Finding(s)

1 Allen, et al [8] Exploring knowledge 

and skills for HR 

professional to 

effectively respond to 

religious diversity and 

spirituality at work 

The diverse working environment 

should build trust at cultural 

intersections by enhancing cultural 

and religious literacy, fostering 

interpersonal empathy, and 

developing inclusive organizational 

culture. 

2 Guler, et al [9] Using an input-

processes-output (IPO) 

team science model to 

better understand the 

team’s challenges, 

limitations, and 

successes 

Composing teams that are 

demographically diverse on a 

variety of surface-level (e.g., age, 

gender, race) and deep-level 

differences (e.g., discipline, values, 

abilities) might result in some 

difficulties in making progress on 

project tasks. Leadership and its 

members should handle challenges 

to achieve goals, including 

collaborating in setting 

communication and working 

standard. 

3 Alkhatib, et al [10] The objective of this 

paper is to virtually 

construct three types of 

teams: 

innovative, knowledge, 

and quality based on 

Herrmann Brain 

Dominance Instrument 

(HBDI) profile scores. 

Team in low level hierarchical 

position in organization focuses on 

silo tasks of process improvement. 

The middle level team focuses in 

multidisciplinary integration to 

strive for effectiveness. And the 

high level team are responsible to 

organization and its roots, such as 

company policy and programme. 

4 Zaccaro, et al [11] To review conceptual 

framework of how 

leader attributes 

influence leadership 

emergence 

High intelligence leader has higher 

chances to perform better as they 

could engage in cognitive 

demanding tasks such as problem 

solving and divergent thinking. In 

cross-cultural environment, cultural 

intelligent and social capacities 

become fundamental. 

5 Webber, et al [12] Implementation of AI to 

increase team 

effectiveness 

AI could influence human leader in 

making decisions. Big data can 

covers team dynamic and help team 

leader in developing their members. 

Unlikely, using AI may cause some 

challenges for the leaders. They 
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need the ability to see micro details.

Moreover, AI does not provides 

personal touch and lack of 

tolerance. Leaders should balance 

their role to maintain team 

motivation and spirit. 

6 Caligiuri, et al [13] Developing cross-

cultural competencies 

through three features 

of cross cultural 

experience: contextual 

novelty, meaningful 

projects, and social 

support 

Personality plays a significant role in 

the effectivity of cultural 

experience. As a collective factors, 

the three features improve cultural 

experience, but only contextual 

novelty has significant impact. The 

more diverse conditions they 

experienced, the higher 

competency improvement. 

7 Azevedo, et al [14] The implementation of 

pedagogical approach in 

balancing traditional 

and experiential 

approach for a new 

cultural intelligence 

training program 

Using the new approach, there are 

increase in innovative work 

behaviour, resilience and cultural 

intelligence improvement 

8 Popov, et al [15] The use of 

interculturally enriched 

collaboration script 

(IECS) to enhance 

student attitudes, 

behaviour, and learning 

performance 

IECS does improve online 

collaboration, but not improving 

performance 

9 Demangeot, et al [16] To actively seeking a 

well-being-enhancing 

multicultural 

engagement 

The initiative should be supported 

by senior leader to adopt in socially-

transformative practices 

10 Nurhas, et al [17] investigates the impact 

of differences in cultural 

background on 

perceived technical and 

operational barriers to 

iGOAL 

(Intergenerational 

collaboration) 

The technical barriers in iGOAL are 

no right time to collaborate, 

technological complexity, no 

training for digital collaboration, 

and difficulty to manage virtual 

presence. In term of leadership, the 

focus are in the differences of 

experience, the subjective 

perspective of time, and managing 

virtual presence in working together 

11 Super [18] Presenting the core 

process of innovative 

performance, 

Leadership must change over time 

to catch up with the evolution of 

virtual team. Team and climate play 
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foundation of team 

innovation, and critical 

leadership for each 

stage of evolution 

an important role in fostering 

learning cycle. Leadership has two 

roles during each team formation 

processes, foundational (trust, 

climate, creative environment, 

prosocial motivation, and collective 

cognition), and progressive (mentor 

for forming, instructor for storming, 

coach for norming, and facilitator 

for performing) from formation to 

promotion and delegation. 

12 Zakaria, et al [19] Understanding the 

process of swift trust 

formation in GVT 

Trust as a key factor in virtual 

multicultural team performance. 

The dynamic of trust can be viewed 

as temporal as the virtual team 

itself. Leader’s role is to establish 

rules, assigning tasks, and 

monitoring the progress. 

13 Cao, et al [20] Exploring general trust 

as an important aspect 

for diverse and 

temporal team 

collaboration. 

Sense of diversity creates 

generalization, it helps organization 

to grasp the feeling of inclusiveness 

in creating a policy. Then social 

uncertainty and positive motivation 

is vital for trust development. 

14 Presbitero [21] Explaining the 

correlation between CQ 

and the influence to 

team effectiveness 

Positive correlation of high CQ with 

high team effectiveness. Leader in 

GVT can make a direction based on 

the interpersonal aspects that need 

to be improved by sharing 

knowledge and collaboration. 

15 Finck, et al [22] Adaptation and 

validation of 

multicultural outcome 

assessment instrument 

Empathy in cultural studies is 

important to enhance the 

intercultural competence 

16 Stefan, et al [23] Reviewing Flexible 

Global Working 

Engagement to explore 

a more agile 

organization and 

efficient global 

knowledge transfer 

There are lack of HR functions 

linkage to global talent mobility. 

Some research has highlighted 

leadership development in global 

working environment, but still need 

to be linked to the integration with 

HR function in organization. 

17 Richter, et al [24] Correlation of CQ and 

social integration 

Motivational CQ is the most 

significant factors in social 

integration. 

18 Arslan, et al [25] Analyze team task 

environment and 

Personal experience and cultural 

experience are derived from 

becoming a member of 
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personel in multicultural 

R&D team 

multicultural team. It indicates that 

team task environment is more 

important than original culture, and 

leaders should be responsive to 

increase task variety in a positive 

manner. 

19 Schultheiss [26] Giving information of 

women in top position 

post-pandemic 

Moving forward, research needs to 

incorporate diversity to broaden 

perspectives, enlighten long-held 

assumptions, and encourage 

inclusivity in leaders and leadership 

styles. 

20 Muszynska [27] Aim to review scientific 

paper of 

communication in 

virtual team 

Communication in VT is focused on 

the tools and methods rather than 

softer approach such as culture, 

trust, and leadership 

21 Pidduck, et al [28] Analysing CQ 

antecedents to 

understand on how to 

increase individuals 

cultural compentencies 

Multicultural identity through cross-

cultural experience is the 

antecedents of CQ. More researches 

are focus on the effectivity of global 

leadership under CQ studies to 

translate multicultural experiences 

into CQ 

22 Lacoste, et al [29] To further the 

conceptualization 

of GAM leadership 

Expanding the theoretical 

perspective of global leaders by 

highlighting managerial roles and 

behaviours. Vertical and horizontal 

style of leadership should not be 

seen as contradictory, rather as 

complimentary. 

23 Gilli, et al [30] Generalizing teams 

finding to global virtual 

team 

Increased individual satisfaction 

with the team's effort and 

performance is negatively 

associated with individual 

performance in GVTs 

24 Hundschell, et al [31] Exploring how 

subordinates work 

engagement influenced 

by the perception of 

leaders cultural gap 

bridging behaviour 

Leaders CGB behaviour affecting 

indirectly to subordinates work 

engagement by giving them sense of 

multicultural identity 

25 Soroka-Potrzebna [32] Identifying barriers of 

knowledge 

management in virtual 

team 

Leaders function in virtual team is to 

mitigate challenges. Barrier to VT 

are classified into three level: low 

level (poor planning and lack of 

collaboration), middle level 
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(operational factor), and high level 

(IT and motivational tools). 

26 Shrivastava [33] Determining self-report 

and other report to 

predict the elimination 

of cultural conflict 

Self-report and other report serves 

as an information to understand 

multicultural meaning behind 

cultural conflict 

27 George, et al [34] Examining 

traditionalism and 

virtuality to see the 

relationship between 

team effectiveness and 

shared leadership 

Shared leadership has positive 

impact on team effectiveness. The 

higher the traditionalism, the higher 

the need of virtuality. 

28 Livermore, et al [35] The importance of 

developing 

organizational CQ 

CQ is used for hiring and promoting, 

learning and development, 

information sharing, and decision-

making. In term of leadership, 

organizational CQ gives sense of 

direction in today’s diverse, digital 

world. 

Descriptive Analysis Findings 

The findings highlight the importance of cultural literacy and empathy by elaborating the 

significance of enhancing cultural and religious literacy in diverse working environments to build 

trust at cultural intersections. It emphasizes the role of empathy in fostering interpersonal 

relationships and creating an inclusive organizational culture. Empathy in cultural studies is seen 

as important to enhance intercultural competence, and leaders are expected to establish rules, 

assign tasks, and monitor progress to build trust in virtual multicultural teams. 

It also suggest the challenges of demographic and deep-level diversity that composing teams with 

diverse demographic and deep-level differences may result in difficulties in making progress on 

project tasks. Leadership and team members are expected to handle these challenges, including 

setting communication and working standards, to achieve goals in such diverse teams. The role of 

leadership is highlighted in mitigating challenges and managing differences in virtual teams. 

Furthermore, it also highlights the intersection of this study objective about leadership in 

multicultural and cross-cultural environments. The findings highlight the importance of leadership 

in multicultural and cross-cultural environments. It suggests that high intelligence leaders may 

perform better in cognitive demanding tasks, and cultural intelligence and social capacities 

become fundamental in cross-cultural environments. The use of AI in decision-making is also 

discussed, with potential challenges and the need for leaders to balance their role to maintain 

team motivation and spirit. 

In supporting leadership in virtual multicultural team, current literature also emphasize the 

importance of team dynamics and climate. It suggests that team and climate play important roles 

in fostering learning cycles and that leadership has foundational and progressive roles during 

team formation processes. Trust is identified as a key factor in virtual multicultural team 

performance, and leaders are expected to establish rules, assign tasks, and monitor progress to 

build trust in virtual teams. 



TGJ Volume 19, Number 3, Autumn 2023 Karim, Gustomo, and Wisesa

189 

Furthermore, the leaders involvement expand the importance of team task environment and task 

variety. It suggests that team task environment is more important than original culture, and 

leaders should be responsive to increase task variety in a positive manner. It also emphasizes the 

need for expanding theoretical perspectives of global leaders by highlighting managerial roles and 

behaviors, and the role of shared leadership in team effectiveness. This leads to the importance 

of cultural intelligence (CQ), used for hiring and promoting, learning and development, 

information sharing, and decision-making. Organizational CQ is seen as giving a sense of direction 

in today's diverse, digital world. Motivational CQ is identified as the most significant factor in 

social integration, and there is a positive correlation between high CQ and high team 

effectiveness. 

CQ does not implied the leaders, but also the integration to HR Function. The findings suggest that 

there is a lack of linkage between HR functions and global talent mobility. It emphasizes the need 

for leadership development in global working environments to be linked to integration with HR 

functions in organizations. 

Lastly, the most important aspect in multicultural studies is communication. The findings highlight 

that communication in virtual teams is often focused on tools and methods rather than softer 

approaches such as culture, trust, and leadership. It suggests the need to broaden perspectives 

and incorporate diversity in research to encourage inclusivity in leaders and leadership styles. 

Overall, the findings emphasize the importance of cultural literacy, empathy, leadership, team 

dynamics, task environment, and cultural intelligence in diverse working environments. It 

highlights the challenges and opportunities of working in multicultural and cross-cultural teams, 

the role of leadership in mitigating challenges and fostering effective virtual teams, and the need 

for further research to broaden perspectives and encourage inclusivity in leadership. It also 

emphasizes the need for integration between HR functions and global talent mobility, and the 

importance of communication and softer approaches in virtual teams. 

THEMES ANALYSIS

Nomological Map of Leadership in Virtual Multicultural Team 

First, the researchers analyse the literature to create a nomological map using an open coding. 

There are 40 codes that are relevant to the study, as shown in the table below. 

Table 3.2: Nomological map using an open coding 

Codes 1-10 Codes 11-20 Codes 21-30 Codes 31-40

1) Cultural and 
religious literacy 

2) Interpersonal 
empathy 

3) Inclusive 
organizational 
culture 

4) Demographic and 
deep-level 
diversity in teams 

5) Leadership 
6) Team 

collaboration 

11) AI's influence on 
human leaders 

12) Decision-making in 
AI-driven teams 

13) Personality and 
cultural 
experience 

14) Contextual novelty
15) Innovative work 

behavior 
16) Resilience 
17) Online 

collaboration 

21) Trust in virtual 
teams 

22) Sense of diversity 
23) Positive 

motivation 
24) Team 

effectiveness 
25) Empathy in 

intercultural 
competence 

26) HR functions and 
global talent 
mobility 

27) Motivational CQ 

31) Cross-cultural 
experience 

32) Expanding 
theoretical 
perspective of 
global leaders 

33) Individual 
satisfaction with 
team 
effort/performanc
e 

34) Leaders' CGB 
behavior 
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7) Low, middle, and 
high-level teams 

8) High intelligence 
leader 

9) Cultural 
intelligence 

10) Social capacities 

18) Senior leader 
support 

19) Technical barriers 
in virtual teams 

20) Team formation 
processes 

28) Team task 
environment 

29) Communication in 
virtual teams 

30) Multicultural 
identity 

35) Function of 
leaders in virtual 
teams 

36) Self-report and 
other report in 
understanding 
cultural conflict 

37) Shared leadership 
38) Traditionalism and 

virtuality 
39) CQ's application in 

various 
organizational 
processes 

40) Organizational CQ 
for direction in a 
diverse, digital 
world. 

Then, the researchers are building a connection between variables to create a relevant model 

from previous studies. Based on the open coding of the identified themes, here are four core 

themes that can serve as umbrella categories for all the codes and themes: 

1. Cultural Intelligence (CQ) 

This core theme encompasses themes such as cultural and religious literacy [8], interpersonal 

empathy, demographic and deep-level diversity in teams [9], cultural intelligence, social 

capacities, personality and cultural experience, contextual novelty, multicultural identity, 

cross-cultural experience, expanding theoretical perspective of global leaders, and 

organizational CQ for direction in a diverse [21], digital world. It relates to the ability of 

individuals and teams to effectively understand, adapt to, and navigate cultural differences 

and diversity [28] in various contexts, including virtual teams and AI-driven teams. 

2. Leadership 

This core theme encompasses themes such as leadership, high intelligence leader, team 

collaboration, leadership functions in virtual teams, senior leader support, team formation 

processes, trust in virtual teams, leaders' CGB (Cultural Generativity Behavior) behaviour [31], 

function of leaders in virtual teams, shared leadership, and traditionalism and virtuality. It 

relates to the role of leaders in managing diverse teams, fostering inclusive organizational 

cultures, and promoting effective team collaboration [11], especially in the context of virtual 

teams and AI-driven teams [12]. 

3. Team Effectiveness 

This core theme encompasses themes such as team effectiveness, low, middle, and high-level 

teams, innovative work behavior, resilience, online collaboration, team task environment, 

communication in virtual teams [27], individual satisfaction with team effort/performance, 

and self-report and other report in understanding cultural conflict [33]. It relates to the factors 

that contribute to or hinder the effectiveness of teams, including virtual teams, in diverse and 

multicultural contexts, and the role of team dynamics, communication, and collaboration in 

achieving positive outcomes. 
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4. AI's Influence 

This core theme encompasses themes such as AI's influence on human leaders, decision-

making in AI-driven teams, and technical barriers in virtual teams. It relates to the impact of 

artificial intelligence (AI) on leadership, team dynamics, and organizational processes, 

including decision-making, communication, and collaboration in virtual teams, and the 

challenges and opportunities posed by AI in diverse and multicultural contexts [12]. 

These four core themes can provide a conceptual framework to understand the relationships 

and interactions among the various codes and themes identified in the findings, and can serve 

as a foundation for further analysis and interpretation of the data. 

Conclusion 

In conclusion, this systematic literature review has provided insights into the topic of leadership 

in virtual multicultural teams, focusing on the definition, construct, and future agenda. Through 

an in-depth analysis of the literature, several key themes and codes have emerged, which can 

be categorized into four core themes: Cultural Intelligence (CQ), Leadership, Team Effectiveness, 

and AI's Influence. 

The core theme of Cultural Intelligence (CQ) highlights the importance of understanding, 

adapting to, and navigating cultural differences and diversity in virtual multicultural teams. This 

includes themes such as cultural and religious literacy [8], interpersonal empathy, and cross-

cultural experience, which are crucial for leaders to effectively manage multicultural teams in 

virtual environments. 

The core theme of Leadership underscores the critical role of leaders in virtual multicultural 

teams [16], including their functions, behaviors, and support. This includes themes such as 

leadership, team collaboration, shared leadership, and traditionalism, which highlight the 

importance of inclusive leadership and fostering collaborative team dynamics in virtual 

multicultural teams. 

The core theme of Team Effectiveness emphasizes the factors that contribute to or hinder the 

effectiveness of virtual multicultural teams. This includes themes such as team effectiveness, 

innovative work behavior, and resilience, which emphasize the significance of team dynamics, 

communication, and collaboration in achieving positive outcomes in multicultural virtual teams. 

The core theme of AI's Influence highlights the impact of artificial intelligence on leadership, 

team dynamics, and organizational processes in virtual multicultural teams. This includes 

themes such as AI's influence on human leaders and decision-making in AI-driven teams, which 

highlight the challenges and opportunities posed by AI in diverse and multicultural contexts. 

Overall, this systematic literature review provides a comprehensive understanding of the key 

concepts, constructs, and future agenda related to leadership in virtual multicultural teams. The 

identified core themes can serve as a foundation for further research and practical implications 

in the field of leadership in virtual multicultural teams, informing future studies and 

interventions aimed at enhancing leadership effectiveness, team dynamics, and overall team 

performance in diverse virtual environments. 

FUTURE AGENDA

Gap, Limitations, and Future Research Suggestions 

Here are the potential gaps, limitations, and future research agenda that could be explored: 
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1. Gap 

First, limited research on the impact of AI on virtual multicultural teams. While the model 

identifies the influence of AI on leadership and team dynamics, there may be limited research 

on the micro details, personal touch, and team motivation aspects of AI's influence in virtual 

multicultural teams. Second, limited research on the link between cultural intelligence (CQ) 

and social capacities. While the model identifies cultural intelligence and social capacities as 

core themes, there may be limited research on the relationship between these variables and 

how they interact in virtual multicultural teams. 

2. Future Research Agenda 

First, exploring the role of leadership behaviors and functions in virtual multicultural teams. 

Further research could focus on identifying specific leadership behaviors and functions that 

are most effective in virtual multicultural teams, such as setting communication and working 

standards, handling challenges, and achieving team goals. Second, Examining the impact of 

team diversity on team effectiveness. Further research could investigate the relationship 

between demographic and deep-level diversity in virtual multicultural teams and their 

impact on team effectiveness, including knowledge sharing, collaboration, and trust [19]. 

Third, integrating HR functions with leadership development in virtual multicultural teams 

[8]. Future research could explore the linkage between HR functions, such as global talent 

mobility, and leadership development in virtual multicultural teams to enhance 

organizational effectiveness and inclusivity. Lastly, exploring the impact of cultural identity 

and cross-cultural experience on leadership effectiveness. Further research could investigate 

how multicultural identity and cross-cultural experience of leaders influence their leadership 

effectiveness in virtual multicultural teams, and how these factors may interact with other 

variables such as cultural intelligence and social capacities. 

Overall, there is a need for more empirical research to further understand the complex dynamics 

of leadership in virtual multicultural teams and to explore new directions for future research to 

address the identified gaps and limitations in the literature. 

Glossary 

Term Definition

AI (Artificial Intelligence) A reproduction of human being cognitive abilities by a 

machine 

Contextual Novelty Unexpected event from a particular context

CQ (Cultural Intelligence) A set of ability to understand diversity of culture

Cultural Literacy The ability to understand tradition of people from particular 

culture 

Deep Level Diversity Non-observable characteristics such as belief and values

Inclusive Organizational 

Culture 

A culture of an organization that respect every belief, 

values, and culture at every level 

Social Capacities An ability to adapt in social situation

Traditionalism Following a doctrine or the maintaining behavior of a 

tradition 

Virtuality A consideration or product of imagination from a fact as a 

reflection of  a real thing 
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Cheap, Rigorous, and Transparent: How Web-scraping with Python can  
Improve Collecting Grey Literature for Systematic Literature Reviews 

Cameron Atkinson, School of Social Sciences, University of Tasmania, Australia 

Abstract 

Gathering non-conventional literature, such as grey literature, from web-based sources for use in a 

systematic literature review is at times an arduous task. Often, the processes used to do so are 

difficult for other researchers to repeat.  Compounding this issue is the cost that researchers bear, 

in either paying for desktop-based applications, or paying external researchers who have 

programming experience to design applications and tools for them. To address these issues, this 

article presents a methodology for researchers to systematically gather grey literature from online 

repositories using the computer programming language Python. Utilising a well-known data 

extraction technique (Web-Scraping), this article exhibits the code used to scrape policy documents 

from the International Energy Agency’s online policy database. A flowchart for the different stages 

of this process is also introduced to aid in addressing the technical, legal, and ethical elements of 

web-scraping that researchers must also be aware of when undertaking this approach. Finally, as a 

proof of concept, the results from the method are also presented. 

Keywords: Systematic Literature Review, Grey Literature, Computer Programming, Python 

Introduction 

Grey literature is one of the many types of grey information. Introduced by Adams et al. (2016) grey 

information is utilised to distinguish the different forms of ‘grey’; including data, literature, and 

information. Grey ‘data’ can refer to user-generated web content such as tweets or blogs, 

‘literature’ can refer to policy documents or standards and regulations, and ‘information’ can be 

informal information such as meeting notes or emails (Banks, 2009; Kamei et al., 2020). The focus 

of this article will be on ‘grey literature’, specifically policy documents held in web-based 

repositories. 

Non-conventional or grey literature is routinely one of the most difficult literatures to methodically 

gather for use in a systematic review (Paez, 2017). The difficulties in systematically gathering grey 

literature can lead to its ad hoc inclusion, or even the complete sidelining of it from a review. In 

both cases, the ignoring of, or ad hoc inclusion of, grey literature becomes a publication bias within 

the review (Haddaway et al., 2020). To avoid grey literature publication biases, researchers can 

spend months trying to gather, appraise, and then synthesise grey literature, often through 

processes that are not repeatable and introduce further biases (Adams et al., 2016). Indeed, the 

issues faced with replicability of research is part of an ongoing methodological problem where it is 

difficult, if not impossible to replicate the results of many scientific projects (Simova, 2023). To 

address the replicability issues surrounding the gathering of grey literature, this article proposes a 

well-known data extraction technique; web-scraping.  

Web-scraping through Application Programming Interfaces (APIs) and computer programming-

based tools have been the norm to gather web-based data. However, recent changes have occurred 

in the way that companies allow researchers access to their APIs. This can be seen with respect to 

Facebook in 2018 and Twitter 2023, both of whom are limiting access to APIs or charging for access 

(Anderljung & Hazell, 2023; Freelon, 2018). These changes serve to highlight the importance of 

programming-based web-scraping tools. There are many commercially available web-scraping 

programs that will help researchers identify grey literature. However, early doctoral candidates and 

early career researchers can face financial constraints that effect their ability to purchase program 
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subscriptions (Caretta et al., 2018). Additionally, as the internet is not a homogonous collection of 

websites, ‘point and click’ desktop software may not be able to address the nuances of different 

webpage designs (Krotov et al., 2020). To address these problems, this paper seeks to highlight a 

free, rigorous, and transparent methodology for researchers to systematically gather grey literature 

from web-based repositories. Utilizing the computer programming language Python, this article 

sets out the steps taken to create a web-scraping tool employed in scraping policy documents from 

the International Energy Agency’s policy repository.  

This article presents a method for researchers with some coding experience. As the web-scraper 

was specifically built for scraping the International Energy Agency’s policy repository, this article 

should be taken as a proof of concept. Furthermore, it illustrates the value that researchers can 

derive from employing techniques, such as web-scraping, to automate tasks that would otherwise 

be time consuming, expensive, and difficult for external researchers to repeat. Additionally, as 

many companies are now shutting down access to their APIs; Facebook (now Meta) in 2018, Twitter 

and Reddit in 2023 (Anderljung & Hazell, 2023; Freelon, 2018), web-scraping is useful skill for 

researchers to have (Freelon, 2018). Indeed, Freelon (2018) warned that, although APIs are easy to 

use and compliant with websites terms of service, much like Facebook in 2018, they can be taken 

away with the figurative flick of a switch, as we are now seeing with Twitter charging for API access, 

and Reddit seeking to also monetise their vast data repositories. To the authors knowledge, this is 

the first time an article has in conjunction discussed the importance of web-scraping for increasing 

the rigor and repeatability of gathering grey literature, while also providing the code and an 

example of scraping grey literature from a web-based repository. 

The following background section will provide an overview of each element in this article. Firstly, it 

will briefly introduce the reader to the current crisis surrounding replication in science. It will then 

continue with another brief introduction on systematic literature reviews and the importance of 

including grey literature in them. It will then discuss the concept of web-scraping, both API and 

programming based, and how web-scraping can be applied towards grey literature. Following this, 

the background section will introduce the computer programming language that is used in this 

article, the libraries utilised in constructing the code for the proposed web-scraping tool, and the 

ethical and legal elements that must be kept in mind when utilising the proposed methodology. 

Next, the method section will provide a complete account for the coding utilised in building the 

web-scraper before the result section provides methods to view results within the Jupyter 

Notebook it was written in, and how to save a CSV file of the data scraped for further processing or 

analysis. Finally, the discussion and conclusion section will summarise the method and the value 

that this method, and variants of it, will have for researchers conducting systematic literature 

reviews that include grey literature.  

Background 

The replicability crisis 

Replicability is broadly accepted to provide the foundation for the epistemic authority of science 

(Romero, 2019). In the previous decade, publications in both scientific journals as well as the press 

have drawn attention to what has been termed a ‘replicability crisis’ within research (Shrout & 

Rodgers, 2018). This crisis is one that has engulfed not just the natural sciences, but the social 

sciences as well (Dreber & Johannesson, 2019; Hensel, 2021). At its core, it refers to the inability of 

external researchers to replicate or reproduce results from important findings (Romero, 2019). It 

has led to the retraction of many research articles due to an inability to reproduce findings (Silva & 

Nazarovets, 2023).To address the crisis, researchers have been adapting methodologies to include 
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the publishing of raw data sets, codes employed, alongside more detailed analyses, all under the 

paradigm of ‘open science’ (Crüwell et al., 2019; Echtler & Häußler, 2018; Shmagun et al., 2022). 

One methodology for enhanced integration with the open science mantra of ‘Open Methodology, 

Open Data, Open Source and Open Access’ is the systematic review (Haddaway, 2018). 

Systematic literature reviews 

Literature reviews play an crucial function in academic research to gather existing expertise and to 

investigate the state of a research domain (Linnenluecke et al., 2020). There are many ways that 

researchers can use to review the literature in their field; traditional, structured, narrative, and 

systematic for example (Stratton, 2019). What sets systematic literature reviews apart from other 

methods of review is the replicable, scientific and transparent process adopted by reviewers 

(Kitchenham et al., 2009). This approach aims to minimise bias by extensively searching through 

the literature, both published and unpublished, and providing an evidence trail so that decisions, 

methods, and conclusions can be questioned (Tranfield et al., 2003). Indeed, systematic review 

methods are being infused with open science to ensure increased transparency, replicability, and 

robustness, of the systematic review process (Gunnell et al., 2022). As many findings from 

systematic literature reviews are used as a basis for evidence informed policy, replicability and 

transparency of results are a key factor. For researchers aiming to utilise systematic reviews to 

inform policy, open science not only means access to, and the reporting of, methods towards 

gathering published research findings, but also to grey literature (Sheehan, 2023).  

Grey Literature and Information 

The term ‘grey literature’ became common research parlance in the 1970s (Bogdanski et al., 2005). 

Traditionally, grey literature was considered to be unpublished research (Benzies et al., 2006). 

However, according to Sharif et al. (2023) the most extensively used definition for grey literature 

is,  

‘document types produced on all levels of government, academics, business and industry in print 

and electronic formats that are protected by intellectual property rights, of sufficient quality to 

be collected and preserved by library holdings or institutional repositories.’ 

Grey literature is so-termed as much, if not all, of its materials do not have an international standard 

book number (ISBN) or international standard serial number (ISSN), hindering its access it without 

extra effort (Lawal et al., 2023). Much contemporary grey literature is to be now sourced online 

(Benzies et al., 2006). Indeed, alongside Google, there are even online databases that are dedicated 

to grey literature entirely, some including academic literature as well (Mahood et al., 2014). One 

useful methodology for gathering grey literature for a systematic literature review can be found in 

Godin et al. (2015). In this they set out a structured means to gather grey literature through; (1) 

grey literature databases; (2) tailored Google search engines; (3) websites; and (4) contacting 

experts (Godin et al., 2015). Other guides to gather grey literature for reviews can be found in 

(Blackhall, 2007; Kugley et al., 2016). Although these guides and research projects highlight the 

usefulness of Google searches, databases, and websites, they do not discuss the usefulness of web-

scraping in gathering grey literature for a systematic literature review. Particularly, how 

programming-based web-scrapers can aid in gathering grey literature for a systematic literature 

review.

Web-scraping: APIs and programming-based tools. 

The internet is a gigantic source of information for a variety of disciplines, practices, and fields. 

Manually clicking, opening, viewing, scanning, and assessing documents is a time consuming, and 
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often unstructured way to gather web-based information. However, there are methods available 

to make this a more rigorous and structured approach. 

Web-scraping, also known as ‘Web Harvesting’, ‘Web Data Extraction’ and ‘Screen Scraping’, is 

defined as, ‘a procedure of automatic web data extraction instead of manually copying it. It is a 

technique in which meaningful data from the HTML of websites are extracted and stored into a 

central local database or spreadsheet’ (Hannes, 2023). A simple and popular way of achieving this 

is through accessing information via a websites API. 

 An API is an interface of a computer program that permits software to communicate with other 

software, and they are made accessible to third parties by companies (Lomborg & Bechmann, 

2014). APIs provided by websites began to appear in the early 2000s, the first of which was by 

salesforce.com (Krijnen et al., 2014). APIs were developed for the specific purpose of making it 

simpler and more reliable to access and gather web-based information  (Krijnen et al., 2014). 

However, many companies are now shutting down or charging for access to their APIs; Facebook 

(now Meta) in 2018 and Twitter in 2023, meaning that web-scraping using programming-based 

tools has become a useful skill to possess (Freelon, 2018). Indeed, Freelon (2018) warned that, 

although APIs are easy to use and compliant with a websites terms of service, much like Facebook 

in 2018, they can be taken away with the figurative flick of a switch. In a similar vein, companies 

who understand the value of the data in their possession are now charging for API access, as we 

are now seeing with Twitter and Reddit in 2023 (Anderljung & Hazell, 2023). This leads to an 

argument that traditional approaches to gathering web-based data (via programming-based 

scraping tools) are useful skills for researchers to possess.  

A web-scraper is a software program that mimics human internet browsing to gather specific data 

from different websites (Diouf et al., 2019). Data scraping can be achieved in many ways; via a 

proprietary software, external custom web-scraping services, or via open-source software like 

Python or R (Luscombe et al., 2022). For propriety software, there have been a number of software 

packages developed to facilitate the scraping of web-based content; NVivo’s NCapture, 

Tweetreach, Helium Scraper, Qualtrics, Screen Scrapper, OutWit Hub, FMiner, Kimono for example 

(Haddaway, 2015; Luscombe et al., 2022).

A problem with desktop-based or ‘point and click’ approaches is that they often do not work as 

expected. They either miss data, or are simply not smart enough to determine how to access the 

required data points from a website (Krotov et al., 2020). Indeed, it has been pointed out that when 

compared to free and open-source programming languages such as Python, propriety software (for 

example Nvivo’s NCapture) can make it difficult for future researchers to reproduce or repeat 

findings (Luscombe et al., 2022). Furthermore, that software such as NCapture are not only costly, 

but are not as transparent as programming-based methods (Luscombe et al., 2022). In addition, 

due to the fluidity of the internet, even advanced web-scrapping software programs may still need 

custom programming code to ensure that they work as intended (Krotov et al., 2020).

Aside from desktop based software, one of the most common ways to develop web-scraping 

applications is through the use of third party libraries installed and run with computer programming 

languages (Glez-Peña et al., 2014). Using the programming language that the researcher is most 

familiar with, third party libraries, such as the ones available with Python, allow researchers access 

to websites for scraping by making HTTP requests to the web servers hosting those sites. The next 

section will discuss how the computer programming language Python can be used to scrape grey 

literature from websites. 
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Web-scraping with Python 

All programming languages are comprised of code. Codes are sets of written instructions that tell 

the computer to perform certain tasks (Blackwell, 2002). One of many programming languages, 

Python is touted as easy to learn, freely available, and an ideal language for scripting and application 

development (Van Rossum & Drake Jr, 1995). Building web-scraping tools with Python requires 

utilising different libraries depending on the tools requirements. For this article BeautifulSoup and 

Requests were utilised to create the web-scraper. The library ‘Tabulate’ was used to display the 

data scraped within the Jupiter Notebook the tool was coded in, and the library ‘CSV’ was employed 

to save the information scraped into an easily accessible Excel file. There are many introductory 

resources available for researchers who wish to develop programming skills with Python (please 

see (Gupta & Sehgal, 2021; Matthes, 2023; Vasiliev, 2020) for further reading). As this article is 

about web-scraping, only the libraries pertaining to building the web-scraper will be next 

introduced. However, if the reader is interested in reading about ‘Tabulate’ and ‘CSV’ then please 

see Astanin (2022) for ‘Tabulate’ and The Python Standard Library (2023) for information regarding 

‘CSV.’ 

BeautifulSoup. BeautifulSoup is a Python library created by Leonard Richardson among other 

developers (Uzun et al., 2018). It is primarily intended to parse and extract data from an Hypertext 

Markup Language (HTML) string (Hajba & Hajba, 2018). HTML is a markup language used for 

creating the structure and content of web pages (Willard, 2003). 

There are many guides available for researchers wanting to learn to web-scrape with BeautifulSoup, 

for example see (Hajba & Hajba, 2018; Nair, 2014). In the code presented in the method section, 

BeautifulSoup is used for parsing the HTML content pulled into the program via Requests. Since the 

text gathered by Requests is just a long string, BeautifulSoup helps in translating this raw text into 

a navigable Python object that allows the user to search for specific elements, extract data, and 

easily navigate through the HTML data. 

Requests. To use the internet, the web browser on a computer must communicate with a web 

server. Whenever a browser communicates with a server, it is done using Hypertext Transfer 

Protocol (HTTP) which acts as a request-response protocol (Chandra & Varanasi, 2015). HTTP define 

the sets of rules and conventions for requesting and transmitting data over the internet (Berners-

Lee et al., 1996). 

For the code used in this method, Requests is used to get the content from the IEA policy database 

via its Uniform Resource Location (URL). The response contains the raw HTML content off the web 

page that is then parsed through BeautifulSoup. As with BeautifulSoup, there are many guides 

available for those wishing to learn how to use Requests (please see Chandra and Varanasi (2015) 

as an example). 

Problems with programming-based scraping 

One of the largest differences between scraping with an API and scraping with a programming-

based tool is speed; APIs are generally faster (Dongo et al., 2020). Another problem is that some 

websites do not allow for scraping. Furthermore, should a website developer change the 

architecture of the site being scrapped then the tool may no longer function as intended (Dongo et 

al., 2020). Technical problems aside, the legal and ethical elements of web-scraping are an 

important consideration that researchers must be aware of. In the past there have been several 

legal cases involving the scraping of web pages. Such cases include, but are not limited to prohibited 

access and use of data, contract breach, and copyright infringement (Krotov et al., 2020). 
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However, there are some simple ways to ensure ethical and legal factors are considered. For 

example, permission from websites can be sought prior to scraping. Additionally, researchers (as is 

the case with the presented method below) can add details of contact and intention by using the 

User-Agent request header (Mazilu, 2022). The User-Agent request header is, ‘a characteristic string 

that lets servers and network peers identify the application, operating system, vendor, and/or 

version of the requesting user agent’ (Mazilu, 2022) . In doing this, your requests will become more 

transparent and trustworthy.  

Web-scraping is an increasingly important means of creating/ extracting/ gathering data in the 

social sciences (Luscombe et al., 2022). The next section will present the code utilised in scraping 

the International Energy Agency’s policy database. 

Method 

i. Import libraries to build tool. 

import requests 

from bs4 import BeautifulSoup 

from tabulate import tabulate 

import csv  

ii. Define Number of pages to scrape. 

num_pages = 256 

iii. Create a list of lists to store the policy information. 

policy_list = [] 

iv.  Define the desired keywords (optional). 

desired_keywords = [minerals]  # Modify or remove this line as needed 

v.  Check if desired_keywords is empty. 

if not desired_keywords: 

    desired_keywords = None 

vi. Define the User-Agent header (left blank for security purposes) 

headers = { 

    'User-Agent': 'Mozilla/5.0 (Windows NT 10.0; Win64; x64) AppleWebKit/537.36 (KHTML, like Gecko) 

Chrome/58.0.3029.110 Safari/537.3'  

} 

vii.  Iterate through each page. 

for page in range(1, num_pages + 1): 

viii.  Send a GET request to the IEA Policies webpage and retrieve the HTML content. 

    url = f'https://www.iea.org/policies?page={page}' 

    response = requests.get(url, headers=headers) 

    html_content = response.content 

ix.  Parse the HTML content using BeautifulSoup. 

    soup = BeautifulSoup(html_content, 'html.parser') 

x.  Find the items under the 'Country' heading. 

    country_items = soup.select('.m-policy-listing-item__col--country') 

xi.  Find the items under the 'Year' heading. 

    year_items = soup.select('.m-policy-listing-item__col--year') 
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xii.  Find the items under the 'Status' heading. 

    status_items = soup.select('.m-policy-listing-item__col--status') 

xiii.  Find the items under the 'Jurisdiction' heading. 

    jurisdiction_items = soup.select('.m-policy-listing-item__col--jurisdiction') 

xiv. Find the policy links. 

    policy_links = soup.select('.m-policy-listing-item__link') 

xv. Iterate over the items under the 'Country' heading. 

    for country, year, status, jurisdiction, link in zip( 

        country_items, year_items, status_items, jurisdiction_items, policy_links 

    ): 

        country_text = country.get_text(strip=True) 

        year_text = year.get_text(strip=True) 

        status_text = status.get_text(strip=True) 

        jurisdiction_text = jurisdiction.get_text(strip=True) 

        policy_title = link.get_text(strip=True) 

        policy_url = "https://www.iea.org" + link.get('href') 

xvi. Check if the item is ‘Australia’ and (optionally) contains desired keywords. 

        if ( 

            country_text == 'Australia' 

            and (desired_keywords is None or any(keyword in policy_title.lower() for keyword in desired_keywords)) 

        ): 

xvii. Add the policy information to the list. 

            policy_list.append( 

                [country_text, year_text, status_text, jurisdiction_text, policy_title, policy_url] 

            ) 

xviii.  Print the table of policies corresponding to 'Japan' under the 'Country' heading. 

if len(policy_list) > 0: 

    headers = ['Country', 'Year', 'Status', 'Jurisdiction', 'Policy', 'URL'] 

    print(tabulate(policy_list, headers=headers, tablefmt='grid')) 

else: 

    print("No policies found corresponding to 'Japan' from the 'Country' heading.") 

xix. Save the data to a CSV file. 

csv_file = ‘Input file path to save data here' 

with open(csv_file, 'w', newline='', encoding='utf-8') as file: 

    writer = csv.writer(file) 

    writer.writerow(headers) 

    writer.writerows(policy_list) 

print(f"\nPolicy data saved to {csv_file}.") 

Results 

In creating this method for authors to identify grey literature from a web-based repository, this 

article identified the different stages that researchers should adhere to as well. These stages are; 

Stage 1, identifying a suitable webpage for scraping; Stage 2, addressing any ethical or legal 

concerns before commencing scraping; Stage 3, the technical considerations required to construct 

a web-scraper for the identified website; Stage 4, Extracting the information (in this case the policy 

documents); and Stage 5, proceeding to analyse the data obtained through the process.  Figure 1 
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provides an overview of the Identification, Ethical/Legal, Technical, Acquisitional, and Analysis 

stages of web-scraping in this context.  

Figure 1. The different stages for scraping grey literature. 

Executing the program led to the following results. As seen in Figures 2 and 3, the program has 

located all policy documents that contain the word ‘minerals’ and are from the country ‘Australia.’ 

Furthermore, all the information pertaining to the documents, including their URLs have been saved 

in a CSV file for ease of access, as seen in Figure 4. All data and figures are attributed to © IEA 2023; 

Policies database, www.iea.org/policies, License: CC BY 4.0. 
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Figure 2. Tabulated data output in Jupiter Notebook (A) . 

Figure 3. Tabulated data output in Jupiter Notebook (B). 

Figure 4. Data as it appears in CSV file.  

Discussion  

Collecting grey literature for a systematic literature review is generally a hard, time consuming, 

and resource intensive task. However, as this article has illustrated, there are methods available 

to increase the rigor, speed, transparency, and repeatability of this process. Aimed at researchers 

that have some coding experience, this article has systematically set out the steps taken to create 

a web-scraping tool in Python. Unfortunately, formal training in algorithmically-driven techniques 

like web-scraping is not a high priority in the social sciences (Luscombe et al., 2022). Therefore, 

undergraduates, and post-graduates alike will need to seek alternative ways to appraise 
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themselves of these techniques. Fortunately, there is not a steep learning curve in this approach. 

However, the challenges of web-scraping due to technical, legal, and ethical considerations 

require constant learning and problem solving (Luscombe et al., 2022). This was evident in the 

writing of this article. In obtaining permission from the IEA for scraping their database, care had 

to be taken to ensure that data from partner institutions was not included. As set out in point 4 

in the IEAs Terms of Use for the Policies and Measures Databases (PAMS), further permissions 

would be needed in the event that data from joint databases (such as the IEA/IRENA database) 

were scraped (IEA, 2023).

There is a process that researchers need to go through to ensure data is obtained both legally and 

ethically. Nonetheless, by employing web-scraping techniques to scrape large data bases, 

researchers are presented with opportunities to leverage their research to include grey literature 

in a rigorous, transparent, and cheap manner.  

Conclusion 

The open science paradigm implores researchers to develop/utilise methodologies that include 

the publishing of raw data sets, codes employed, alongside more detailed analyses (Crüwell et al., 

2019; Echtler & Häußler, 2018; Shmagun et al., 2022). The outcome of this article, the organisation 

of policy documents that originate in ‘Australia’ and contain the keyword ‘minerals’, could have 

been compiled manually. Researchers could have utilised the IEA websites’ functions to go 

through and manually select each policy and copy the information into an Excel workbook. 

However, this is an unstructured and non-systematic way to gather and organise these 

documents. In the context of the work presented in this article, a method for extracting policy 

documents from an online repository has been introduced. It’s intent is to highlight an approach 

to make gathering grey literature for inclusion in a systematic review more systematic. When the 

codes to create the tool is included alongside results, this in turn serves to make gathering grey 

literature more rigorous, transparent, and importantly, repeatable. 
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